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Introduction

Agency: From Embodied Cognition to Free Will

Duccio Manetti *
duccio.manetti@unifi.it

Silvano Zipoli Caiani **
silvano.zipoli@unimi.it

Traditional theories about experience have always represented the subject as a
passive recipient of sensory stimuli, which get processed through successive
layers of the brain cortex and culminate in a phenomenal experience, omitting
any mention of the role of the personal sense of agency. According to this
formulation, experience emerges as a combination of biological and
phenomenological descriptions, linking mechanical processes to subjective
qualitative reports. Conceptual frameworks provided by neuroscience and
phenomenological analysis are alternative descriptive systems originally
conceived for alternative explanatory purposes. Here is the origin of many of
the theoretical tensions in cognitive science. Today, after years in which
dualism and reductionism have been the only games in town, the idea of an
embodied dynamicism is emerging in the field of cognitive science with
support from substantial empirical evidence. As perceptual experience is
shaped by action execution, it seems necessary to assume a theoretical
framework within which the interconnection between the perceiving subject’s
conscious states, his bodyand the environmentis adequately emphasized.

For the phenomenological debate, the notion of embodiment coincides
with the rebuttal of what is usually considered the Cartesian dualism, that is,
the segregation of any bodily influence from the subjective experiential
domain. Crossing the history of western thought, this problem acquires a
critical dimension in the twentieth century philosophical debate. The way to
understand the relationship between body and consciousness finds a new style
after the establishment of the phenomenological framework. Following the
path originally drawn by Husserl and successively developed by Merleau-Ponty,

* University of Florence
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it is possible to figure out how the phenomenological tradition, from its early
stages, has originally approached the mind-body problem underlying the
opportunity to develop an rnteractive conception based on the assumption of a
radical interweavingbetween the experientialand the bodily domains.

According to this view, perceptive experience can be conceived as a method
through which the subject travels in the environment following his motor
intentions and exploiting his skillful knowledge of the sensorimotor
constraints that link the execution of a goal oriented action to the variation of
the phenomenal features.

Working on the clarification of the notion of embodiment we have the
opportunity to cease to unreflectively privilege only one possible explanation
of our experience. The human mind, observed through the lenses of
embodiment, emerges at the interface of the brain, the body, the material and
social environment. This is an inextricable mash influencing all aspects of our
life. We are agents whose nature is fixed by a complex interaction involving our
personal experience, a particular kind of physical embodiment and a certain
embedding in the environment. This very combination of experience, fleshand
environmentis the main character of our being in the world.

The assumption of agency as a critical aspect of our experience motivates
the introduction of another classical philosophical problem such as that
concerning the notion of free will. We usually consider human beings natural
organisms that are morally responsible for their own actions. Yet this
assumption represents one of the most intriguing puzzles that, from ancient
Greece to the contemporary era, has absorbed philosophers and scientists of
every kind. Are we really free agents? What does our subjective experience of
agency reveal to us? And how do these questions relate to the fact that we are
natural embodied beings?

Except in cases where we are physically constrained, we consider ourselves
free beings that think, believe and act autonomously, that is, according to the
states of consciousness that characterize our own mental life. We consider
ourselves responsible for our own acts because we perceive ourselves as being
able to freely project the actions that our body can perform. Accordingly, the
possibility of a free choice appears to be strictly related to the possibility of
assigning independence to a particular domain such as our subjective
consciousness.

The subjective sense of agency, that is, the feeling that we control our own
movements and actions, is certainly an essential, constant element of our
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everyday experience. It seems obvious to us that the casual chain leading to the
execution of an action critically derives from our conscious intention.
However, we can try for a moment to imagine we do not have any real power
over our actions. We can imagine that we are prisoners of an illusion that gives
us the impression that we are the causes of our actions, but that we are actually
nothing but automata governed by a sophisticated system of behavioral laws. If
we carried through with this imaginative effort, then the very meaning of the
word “freedom” would need to be modified according to the idea that those we
perceive as our voluntary actions are, in reality, independent of our will. But
does this make sense? Or is it only a philosophical trick?

The aim of the present issue of Humana.Mente is to frame the debate by
introducing original arguments in the fields of theory of agency and free will.
With this purpose in mind, we invited authors from different disciplines to
submit their contributions. We received enthusiastic replies from some of the
most prominent scholars working in these fields. This is certainly evidence that
the topic we proposed still arouses steady interest even after over two thousand
years of philosophical and scientific discussion. This volume is also evidence
that the debate is not frozen and that new conceptions and perspectives have
been developed over the last ten years. In order to make the composition of the
issue clear, we decided to divide the Papers Section into two parts. The former
devoted to introduce arguments concerning the theory of agency, the latter
devoted to introduce specific perspectives on the notion of free will. Now, let
us briefly illustrate the content of the volume.

The opening paper by Michael Silberstein and Antony Chemero is an
introduction to a dynamical account of intentional actions and agency.
Silberstein and Chemero contrast the idea that action is caused by
disembodied mental representations residing in the head and move from the
assumption that cognitive systems are genuinely extended structures, which
effectively connect the brain to the body and to the environment. Following
this line of thought, the body and the environment can be considered a
continuous dynamical system constituted by variables that change according to
mathematical laws. This makes it possible to account for cognitive processes
through differential equations that pair animal parameters with environmental
parameters. It is important to note that, in light of its radical anu-
representationalism and anti-computationalism, Silberstein and Chemero’s
dynamical theory constitutes a special approach to the extended mind
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paradigm, different from other proposals in this field (e.g., Clark’s
conception). Indeed, the proposal advocated by the authors is in continuity
with Gibson’s ecological psychology, according to which cognition and
conscious experience are ongoing adaptive activities performed by animals in
their natural niche. According to this view, actions and environmental
conditions influence each other, such that the agent and the environment can
be viewed as two co-dependent sides of the same coin.

As a kind of enactive approach to agency, Torrance and Froese’s paper also
focuses on the dynamics of agents interacting with the environment. More
precisely, the environment is characterized as a system of conditions and
constraints imposed by a social situation where agents interact with each other.
Accordingly, the authors argue against what they call “methodological
solipsism™ in cognitive science, emphasizing the role of historical and social
norms in shaping our subjective experience of agency. The authors discuss
many examples from common experience and artificial intelligence, showing
how the (relative) autonomy of an interaction process, which is separate from
the autonomy of individual participants, has the power to influence an agent’s
individual goals. Accordingly, the main challenge of the paper is to show how
social interactions actually co-constitute the individual’s sense of agency, as
well as how the individual’s actions are involved in the constitution of social
situations.

The role of social interaction in the formation of a sense of agency is also
emphasized by Shaun Gallagher. Gallagher’s paper criticizes the standard
debate in theory of mind, which is characterized by a dispute between theory-
theory and simulation theory; Gallagher defends an alternative approach that
he calls interaction theory. According to Gallagher, interaction theory faces
many suppositions associated with the traditional approach in theory of mind,
arguing for three basic assumptions. First of all, other minds are not hidden,
inaccessible entities, but become manifest through other people’s behavior.
Second, Gallagher assumes that our everyday stance toward other people is not
merely a detached observation; rather, it is almost always the result of
embodied interactions and communicative actions. Finally, in Gallagher’s view,
understanding others doesn’t involve a process of mentalizing; it is a direct and
spontaneous activity that characterizes our life. In this paper, Gallagher
introduces a developmental model according to which adult communicative
and narrative practices — such as sensory-motor abilities (primary
intersubjectivity), joint attention and pragmatic engagement (secondary
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intersubjectivity) — develop from strong embodied interaction with other
people. According to Gallagher, autonomy is not an “internal and intra-
individual negotiation”, but it is the expression of the way people arrange their
lives with others. Following this line, self agency emerges as a characteristic
defined by the network of human relationships, instead of a purely individual
attribute.

Next, Horgan’s paper argues about the phenomenology of agency and its
consequences on the freedom-determinism debate. In the first section of the
paper, the author introduces some features of agentive phenomenology as
made available by introspective attention. Horgan’s analysis is particularly
concerned with what he considers the erroneous presupposition that any
genuine phenomenal question can be reliably answered directly through
introspection, tempting one to think that introspection alone can solve every
dilemma concerning the nature of the subjective experience of agency. On the
contrary, Horgan argues, the self is inadequate as an ultimate source to find the
answers to questions about the nature of agency and freedom. Accordingly,
using an abductive argument, Horgan attempts to show why we cannot reliably
ascertain the nature of agency based solely on careful introspection, due to our
strong natural tendency to judge freedom as an essential and evident
component of our experience of acting.

Our subjective experience of agency, like various cognitive processes, is
shaped by specific bodily constraints. The way in which an organism is
embodied determines how a subject interacts with specific aspects of the
environment, thus influencing the rise of sensory-motor experiences which
serve as the basis for the formation of categories and concepts concerning our
phenomenology of action.

Accordingly, Mauro Maldonato highlights the unconscious role of the body
in agency dynamics. In the author’s opinion, even if we are normally led to
emphasize the role of perception and sensation, assuming that our voluntary
movements are essentially dependent on them, our phenomenology of action is
rooted in the motor system itself. Maldonato’s analysis focuses on the negative
consequences derived from the traditional separation of mental functions from
bodily dimension, drawing from many examples in the field of neurobiology to
show how the mind is profoundly influenced by the motor sphere. According to
Maldonato, motility has not only direct and overt consequences, but also
critical effects on other cognitive systems, such as those underlying perception
and language understanding. This conception shows that the boundary
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between action and perception is not as sharp as it is usually supposed to be,
and that a great deal of cognition can be surprisingly related to the functioning
of the agent’s motor system.

Phenomenology of agency cannot be divorced from the critical question of
how we can actually control our voluntary behavior, or from the question
concerning the existence of a causal link between our feeling about performing
a specific action and the action itself. Accordingly, the second part of the
Papers Section includes contributions that introduce new aspects and
perspectives concerning the vexata quaestio of free will. Today, now that
refined techniques of enquiry in the field of neuroscience have been
developed, participants in the free will debate are particularly engaged in
interpreting the increasing amount of empirical data, which seems to threaten
the traditional dichotomy between determinists and libertarians. An example of
this tendency is visible in the interest that Libet’s experiments still arouse in
both the scientific and the philosophical communities. Over the years Libet’s
experimental paradigm has become a critical topic where the interests of
contrasting positions converge.

Given this trend, we decided to encourage contributions on free will
concerning the interpretation of empirical findings and the development of
theoretical frameworks. In keeping with this intention, for this section we
collected papers from prominent scholars in philosophy, psychology and
neuroscience. The overall result gives the reader a taste of how many different
approaches and styles characterize this fascinating debate. The first paper, by
Roberta De Monticelli, begins with an introduction to phenomenology as the
method based on “epistemic trust” in the world of experience, having the
power to characterize things as irreducible to their psychological, biological
and physical constitution. According to the author, the question of free will can
be considered as a genuine matter of epistemic trust, that is, of reliability
concerning ordinary experience. De Monticelli’s point is that, in order to
become a subject of acts and develop selfhood, one must entertain a
relationship of epistemic adequacy with the phenomenal world. Accordingly,
distinguishing between two orders of positionality, the author shows how the
persistence of the problem of free will depends on a sort of fallacy in the order
of explanation.

The paper by Davide Rigoni, Luca Sammicheli and Marcel Brass critically
discusses a series of influential experiments in the field of cognitive
neuroscience, concerning the relationship between the subjective sense of
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agency and the actual execution of intentional actions. The authors’ analysis
refers to a large amount of data according to which the execution of motor
actions is always preceded by unconscious brain processes; the individual’s
subjective experience of conscious intentions is purportedly inferred from the
event occurring after the action is executed. Results of this kind challenge the
intuitive view that we are responsible for the actions we execute, as our
conscious intention to act appears to be an unessential component.
Notwithstanding this empirical evidence, the authors’ point is that considering
free will as a mere epiphenomenal illusion would be an overstatement. To
support this claim, Rigoni, Sammicheli and Brass focus on our natural
tendency to perceive free will in others, emphasizing the underestimated
pragmatic value of believing in freedom rather than in determinism.

Susan Pockett’s paper frames the free will debate by introducing some
implications related to the assumption of what she calls electromagnetic field
theory of consciousness. This is an identity theory according to which
consciousness is identical to specific electromagnetic field patterns induced by
neural activity. Unlike other materialist identity theories, Susan Pockett’s
theory doesn’t assume a causal link between the electromagnetic fields and the
initiation of bodily movements. On the contrary, Pockett defends an
electromagnetic field theory of consciousness citing crucial reasons for
rejecting the belief that consciousness causes bodily movements and,
therefore, for rejecting the claim that electromagnetic patterns are involved in
our subjective experience of agency.

In the next paper, Bickhard proposes a radical critique of a computational
model of decision-making, where actions are the final elements of a causal
chain made of many point-like events through which the causal influence is
transmitted. According to this view, a decision to act is a computational
process that starts with a reason and ends with a motor execution. In contrast
to this view, Bickhard assumes that decision and action are two aspects of the
same underlying kind of process. Rejecting a pointillist picture, the author
defines a decision to act as a temporally extended and self-organizing process.
According to this view, Bickhard’s model of acting is determined by global
characteristics instead of reducible local causal attributes.

Jing Zhu’s paper supports a libertarian approach to the question of free will
according to which indeterminism takes place relatively early in the process of
deliberation, enabling the agent to perform genuine free actions. Zhu’s paper
faces the critical question that, even if determinism is false, the assumption that
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a radical indeterminacy characterizes a decision-making process cannot secure
a condition for rational, responsible free actions. After having introduced and
replied to some major objections to libertarianism, Zhu provides an interesting
account of how indeterminism can be considered a freedom-enhancing
condition, arguing for what he calls a deliberative libertarianism. According to
Zhu, indeterminacy, instead of being an obstacle to the libertarian’s purposes,
can be considered a crucial element of creativity that plays a critical role in
practical deliberations and problem solving.

Three contributions from our call for papers conclude the Papers Section of
the volume. They have been selected through a blind review process from
among many other contributions we received. The first of them, by Liz Disley,
emphasizes the role of social interactions in self-perception. The author
focuses on the phenomenological experience of collective work as a
paradigmatic example of intersubjectivity and human interaction. Following
suggestions from Hegel, Husserl and Merleau-Ponty, Disley argues that the
experience of physical work can improve one’s own capacity for
intersubjectivity, thus enhancing the role of the agent’s embodied nature.

The second paper, by Susi Ferrarello, focuses on the notion of practical
intentionality and investigates how it affects a decision-making process.
Relying on a phenomenological approach, combining Husserl’s theory of
knowledge with Husserl’s conception of will, the author defines a balance
between logical and practical acts, showing how logical reason is necessary to
give voice to our knowledge of reality, while practical reason is the starting
point for every logical act.

Finally, David Vender’s paper focuses on the role of acquired skills as
emblematic aspects of action. According to the author, we do not have to be
fully aware of our contribution to an action for it to count as a genuine act, nor
do we necessitate a rational justification of it, but we must be able to adapt
ourselves to the perceived situation. In view of that, Vender points out the
critical role of balancing underlying perceptual and bodily orientation in
executing complex actions.

As usual, we are also publishing a series of commentaries that provide new
takes on well-established texts. They offer new, challenging arguments on the
timeless questions concerning theory of agency and free will. Commentaries in
this issue include the works of Roberta Lanfredini on Merleau-Ponty, Lorenzo
Del Savio on Walter, Roberto Di Letizia on Wegner, Elisabetta Sirgiovanni on
Libet, Freeman and Sutherland and, finally, Torrengo on Pereboom.
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The volume also includes reviews of more recently published books that we
are confident will provide arguments for discussion for many years to come.
Among the many volumes published in the fields of theory of agency and free
will, we selected the books by Laurence Shapiro, reviewed by Andrea Danielli,
Sean Spence, reviewed by Roberto Di Letizia, Robert Rupert, reviewed by
Mirko Farina, Alfred Mele, reviewed by Marco Fenici, Alva Noé€, reviewed by
Marco Spina, De Caro, Lavazza and Sartori, reviewed by Giuseppe Vicari, and
Antony Chemero, reviewed by Silvano Zipoli Caiani.

Finally, the issue concludes with interviews of two prominent scholars:
Sean Spence (interviewed by Duccio Manetti) and Daniel Dennett
(interviewed by Marco Fenici and Stefano Di Piazza).

We would like to thank Livia Lentini and Alice Giuliani for their valuable
assistance in editing this issue.
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ABSTRACT

The complex systems approach to cognitive science invites a new
understanding of extended cognitive systems. According to this
understanding, extended cognitive systems are heterogenous, composed of
brain, body, and niche, non-linearly coupled to one another. In our previous
work, we have argued that this view of cognitive systems, as non-linearly
coupled brain-body-niche systems, promises conceptual and methodological
advances on a series of traditional philosophical problems concerning
cognition, reductionism, and consciousness. In this paper, we discuss agency
and intentional action in light of this view of cognition.

INTRODUCTION

Philosophical problems concerning intentional action, agency, volition and
free will form a tangled knot. Just as with the hard problem of consciousness,
most views on these problems tend to lead to dualism or eliminativism of one
sort or another. For example, these views typically end with the idea that free
will is either a force wielded by a homuncular agent or the idea that free will and
agency are illusions. As many have noted, both sides tend to share Cartesian
conception of self and action, more or less naturalized, and both sides tend to
agree that reification of agency or its elimination are the only options. This
conception includes the assumptions that action is caused by disembodied,
internal representations (intentions, beliefs, desires, and reasons) wielded by

* Elizabethtown College
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agents, all residing in the head. Intentions are understood as prior to actions
and are detached from behavior. We reject all these assumptions in favor of a
dynamical account of intentional action and agency; an account that allows us
to avoid the extremes of dualism and eliminativism about intentional action and
agency. However, unlike many other extended accounts of agency and action,
we argue that extending agency and action makes them less susceptible to
reification or elimination, not more. We are certainly not alone in trying to tell
this story, see for example Juarrero 2009 and 2010, and a collection of articles
devoted to a more embodied, embedded and extended account of intentional
action and agency (Grammont ez al. 2010).

We follow the strategy set out by Ryle in 7hinking and Saying (1979).
There, Ryle wants to describe thinking in a way that is not reductionist, but still
avoids inflating thinking into something mysterious, because «Reductionist
and Duplicationist theories are the heads and tails of one and the same
mistake» (Ryle 1979, p. 80)

The specific notion of Thinking, which is our long term concern, has been duly
deflated by some philosophers into Nothing But such and such; and duly
reinflated into Something Else as Well. (Ryle 1979, p. 80)

We do not endorse Ryle’s story about thinking, but we do agree with his
contention that the right story about it must be neither reductionist nor
duplicationist. We think the same is true of agency and intentional action.

In previous work, we laid out a story about cognition and conscious
experience that is neither reductionist nor duplicationist (Chemero 2009,
Silberstein and Chemero, forthcoming). Consciousness and cognition are not
Nothing But brain activity, but this does not mean they are to be reified as
Something Else as Well. In this paper, we extend that approach to intentional
action and agency. Our claims about action and agency are based on a
particular conception of conscious cognitive agents that we call extended
phenomenological-cognitive systems. The first part of the paper is devoted to
characterizing that account and the second part will unpack the implications
for intentional action and agency.

EXTENDED COGNITIVE SYSTEMS

We have argued that, at least in some cases, cognitive systems are extended
brain-body-environment systems (Chemero 2009; Silberstein and Chemero to



M. Silberstein & A. Chemero — Dynamics, Agency and Intentional Action 3

appear). We are not alone in defending what is now often called ‘extended
cognition’. But, as we will make clear below, our understanding of extended
cognition is importantly different from most others. First, though, it is
important to be clear on just what it is for cognition to be extended. To do so,
consider a taxonomy offered by De Jaegher, Di Paolo and Gallagher (2010),
concerning three ways in which features of the extra-bodily environment might
be related to some cognitive phenomenon. First, the features might provide
the contextin which the cognitive phenomenon occurs, such that variations in
the features produce variations in the cognitive phenomenon. Second, the
features might enable the cognitive phenomenon, in the absence of the
features, the cognitive phenomenon cannot occur. Third, the environmental
features might be constitutive parts of the cognitive phenomenon. Only in this
third case, when environmental features form constitutive parts of the cognitive
phenomenon, is the cognitive system genuinely extended. (Note that De
Jaegher er al. provide examples in which interpersonal social coordination
plays each of these roles in social cognition, thus demonstrating that social
cognition is at least sometimes extended.)

The empirical basis for our arguments that environmental features are
sometimes constitutive parts of cognitive systems is research in dynamical
modeling in cognitive science. Dynamical models have been used in
psychology for at least 30 years (since Kugler eral. 1980), and have since then
been employed with increasing frequency throughout neuroscience and the
cognitive sciences. In dynamical systems explanation, one adopts the
mathematical methods of non-linear dynamical systems theory, thus employing
differential equations rather than computation as the primary explanatory tool.
Dynamical systems theory is especially appropriate for explaining extended
cognition because single dynamical systems can have parameters on each side
of the skin. That is, we might explain the behavior of the agent in its
environment over time as coupled dynamical systems, using something like the
following coupled, non-linear toy equations, from Beer (1995, 1999):

B Ax80,)
B BrM(x,)

dt
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where A and E are continuous-time dynamical systems, modeling the organism
and its environment, respectively, and S(xg) and M(x,) are coupling functions
from environmental variables to organismic parameters and from organismic
variables to environmental parameters, respectively. Although in everyday
conversation, we treat the organism and environment as separate, they are best
thought of as comprising just one system, U. Rather than describing the way
external (and internal) factors cause changes in the organism’s behavior, such a
model would explain the way U, the system as a whole, unfolds over time.

In those cases in which cognitive systems are best characterized as non-
linearly coupled brain-body-environment systems that receive a dynamical
explanation, the cognitive system is extended. When the constituents of a
system are highly coherent, integrated, and correlated such that their behavior
is a nonlinear function of one another, the system cannot be treated as truly a
collection of uncoupled individual parts. Thus, if brain, body and environment
are non-linearly coupled, their activity cannot be ultimately or best explained
by decomposing them into sub-systems or system and background. Hence,
they are one extended system, with brain, body and environmental features all
serving as constitutive parts.

We can demonstrate this with an example. First, a little background: Work
this decade has shown that 1/f noise (a.k.a., pink noise or fractal timing) is
ubiquitous in smooth cognitive activityand indicates that the connections
among the cognitive system’s components are highly nonlinear (Ding er al.
2002; Riley and Turvey 2002; Van Orden ez al. 2003, 2005; Holden ez al.
2009). Research on the role of 1/f noise in cognition has allowed a new (and
improved!) way to address some central issues in cognitive science, including
allowing experimental approaches to questions that were thought to be
“merely philosophical”. ' For example, Van Orden, Holden and Turvey
(2003) use 1/f noise to gather direct evidence showing that, in certain cases,
cognitive systems are not modular; rather these systems are fully embodied,
and include aspects that extend to the periphery of the organism. Van Orden,
Holden and Turvey (2003, 2005, 2009) argue that 1/f noise found in an
inventory of cognitive tasks is a signature of a “softly assembled” system
sustained by rnteraction-dominant dynamics, and not component-dominant
dynamics. In component-dominant dynamics, behavior is the product of a

"'See Stephen et al. 2009; Stephen and Dixon 2009; Dixon er al. to appear for some recent
cxamples.
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rigidly delineated architecture of components, each with pre-determined
functions; in interaction-dominant dynamics, on the other hand, coordinated
processes alter one another’s dynamics, with complex interactions throughout
the system. For example, when, as part of an experiment, a participant is
repeating a word, a portion of her bodily and neural resources assemble
themselves into a «word-naming device» (Van Orden ez al. 2003, p. 346). Soft
device assembly as the product of strongly nonlinear interactions within and
across the temporal and spatial scales of elemental activity can account for the
1/f character of behavioral data, while assembly by virtue of components with
predetermined roles and communication channels cannot. The key point for
current purposes is that only when dynamics are component dominant is it
possible to determine the contributions of the individual working parts to the
overall operation of the system; in a system whose dynamics are interaction
dominant, all of the system’s parts are constitutive.

Finally, to the example: Dotov, Nie and Chemero (2010) describe
experiments designed to induce and then temporarily disrupt an extended
cognitive system, demonstrating that artifacts beyond the organism’s
periphery, can participate in the interaction-dominant dynamics of a human-
tool system.

Participants in these experiments play a simple video game, controlling an
object on a monitor using a mouse. At some point during the one-minute trial,
the connection between the mouse and the object it controls is disrupted
temporarily before returning to normal. Dotov er a/. found 1/f noise at the
hand-mouse interface while the mouse was operating normally, but not during
the disruption. As discussed above, this indicates that, during normal
operation, the computer mouse is part of the smoothly functioning interaction-
dominant system engaged in the task; during the mouse perturbation,
however, the 1/f noise at the hand-mouse interface disappears temporarily,
indicating that the mouse is no longer part of the extended interaction
dominant system. These experiments therefore were designed to detect, and
did in fact detect, the presence of an extended cognitive system, one in which
features of the environment are constitutive parts. The fact that such a
mundane experimental setup (using a computer mouse to control an object on
a monitor) generated an extended cognitive system suggests that extended
cognitive systems are quite common. And note that because the system
displayed interaction-dominant dynamics, it is not possible to separate any
component of the system as playing essentially cognitive roles, while other
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components are mere tools. We will return to this example repeatedly in this
paper.

EXTENDED PHENOMENOLOGY-COGNITION

In Chemero 2009 and, especially, Silberstein and Chemero to appear, we have
argued that if features of the environment are sometimes constitutive parts of
cognitive systems, it is attractive to view consciousness as being also partly
constituted by features of the environment.”> We claim that cognition and
conscious experience are inseparable and therefore extended, and thus we
often speak of ‘extended phenomenological-cognitive systems’. In such
systems, conscious experience is neither Nothing But brain activity, nor
Something Else as Well (i.e., qualia). Because nothing in the claims we make
about agency and action depends on the extension of conscious experience, we
will not argue for extended consciousness in detail here. We will however use
the phrases ‘extended phenomenology-cognition® and ‘extended
phenomenological-cognitive systems’. We do so to differentiate our view from
those of other proponents of extended cognition. One of the most important
ways in which our view differs from others is that we embrace
antirepresentationalism. In extended cognitive science, like the Dotov er al.
experiments described above, non-linearly coupled animal-environment
systems are shown to form just one unified, interaction-dominant system. The
unity of such a system removes the pressure to treat one portion of the system
as representing other portions of the system. Because the mouse and the object
it controls on the monitor are constituent parts of the interaction-dominant
cognitive system, there is no separation between the cognitive system and the
environment that must be bridged by representations. So extended cognition
invites antirepresentationalism. This antirepresentationalism is the key to the
understanding extended cognitive systems as extended phenomenological-
cognitive systems. As we will see below, it is also the key to the understanding
of agency and action.

2 See also Rockwell 2005.
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CHARACTERIZING EXTENDED PHENOMENOLOGICAL-COGNITIVE SYSTEMS

We propose that extended phenomenology-cognition is to be understood as a
variety of niche construction, one in which the constructed niche is an animal’s
cognitive and phenomenological niche. In biological niche construction, the
activity of some organism alters, sometimes dramatically, its own ecological
niche as well as those of other organisms (Olding-Smee ez al. 2003). These
animal-caused alterations to niches have profound and wide-reaching effects
over evolutionary time. Phenomenological-cognitive niche construction has its
effects over shorter time scales — an animal’s activities alter the world as the
animal experiences it, and these alterations to the phenomenological-cognitive
niche, in turn, affect the animal’s behavior and development of its abilities to
perceive and act, which further alters the phenomenological-cognitive niche,
and on and on.

Following enactive cognitive scientists (e.g., Maturana and Varela 1980;
Thompson 2007; Di Paolo 2009) and ecological psychologists (e.g., Kelso ez
al. 1980; Swenson and Turvey 1991; Kelso 1995; Chemero 2008), we take
animals and their nervous systems to be se/forganizing systems. The animal’s
nervous system has an endogenous dynamics, which generates the neural
assemblies that both compose the nervous system and constitute the animal’s
sensorimotor abilities. These sensorimotor abilities are the means by which the
animal’s niche couples with and modulates the dynamics of the animal’s
nervous system. These sensorimotor abilities are coupled with the niche, i.e.,
the network of affordances available to the animal (Gibson 1979). See Figure
1. This yields three (approximately) nested self-organizing systems, coupled to
one another in different ways and at multiple time scales. Over behavioral time,
the sensorimotor abilities cause the animal to act, and this action alters the
layout of the affordances available, and the layout of affordances perturbs the
sensorimotor coupling with the environment (causing, of course, transient
changes to the dynamics of the nervous system, which changes the
sensorimotor coupling, and so on). Over developmental time, the
sensorimotor abilities, i.e., what the animal can do, determines what
constitutes the animal’s niche. That is, from all of the information available in
the physical environment, the animal learns to attend to only that which
specifies affordances complementing the animal’s abilities. At the same time,
the set of affordances available to the animal profoundly influence the
development of the animal’s sensorimotor abilities. So we have a three-part,
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coupled, nonlinear dynamical system in which the nervous system partly
determines and is partly determined by the sensorimotor abilities, which, in
turn, partly determine and are partly determined by the affordances available to
the animal. Also note that affordances and abilities are not just defined in terms
of one another, but causally interact in real time and are causally dependent on
one another in a nonlinear fashion.

perturbs

maodulates dynamics of

nfluences development of

Niche = 1 Sensory-Motor Coupling Nervous
Affordances | = Abilities System
1

selects
generates neuronal
assemblies underlying

/

p
}

affects

Perception-Action

Animal-Environment System

Figure 1

Understanding extended phenomenological-cognitive systems as genuinely
phenomenological systems requires understanding affordances. Affordances
are not independent properties of an animal’s physical environment. They are
irreducibly relational features of combined animal-environment systems,
features that the animal perceives and uses to guide its action (Chemero 2003,
Stoffregen 2003). The animal’s behavioral niche, the set of affordances that it
has learned to perceive and act upon, just is the environment as the animal
experiences it. This underwrites a variety of phenomenological realism, or
realism about the environment animals act in, think about, and consciously
experience. Indeed, the entire system, including the environment as
experienced, is required to account for and explain cognition. On this view,
cognition and conscious experience are neither Nothing But brain activity, nor
are they a dualistic Something Flse as Well — they are the ongoing adaptive
activity of the animal in its niche.
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EXTENDED PHENOMENOLOGICAL-COGNITIVE SYSTEMS: PLASTICITY AND
ROBUSTNESS

In order to more fully develop the idea that extended phenomenological-
cognitive systems are multi-scale self-organizing systems, in this section we
connect extended phenomenology-cognition to another recent topic in
biology, the relationship between plasticity, robustness and autonomy in
development.” Let us begin with phenotypic plasticity, wherein genetically
identical individuals will frequently develop very different phenotypic traits
when exposed to different environments or environmental conditions (Kaplan
2008). In general, a single genotype or genome can produce many different
phenotypes depending on environmental and developmental contingencies.
Phenotypic plasticity is just one example of the epigenomic processes in which
various mechanisms create phenotypic variation without altering base-pair
nucleotide gene sequences. These processes alter the expression of genes but
not their sequence. In phenotypic plasticity, differential environmental
conditions can lead to different phenotypic characteristics, but there are also
cases where genetic or environmental changes have no phenotypic effect.
Robustness is the persistence of a particular organism’s traits across
environmental or genetic changes. For example, in many knock-out
experiments, a particular gene (or group of genes) known to be involved in the
production of a protein or phenotypic trait is disabled, without disturbing the
production of the protein or the development of the trait in question (Jablonka
and Lamb 2005).

Together, plasticity and robustness imply that organismal processes have a
fair measure of autonomy, in that organismal processes are maintained despite
genetic and environmental disruptions. To account for the autonomy of the
organism from both genetic and environmental changes, developmental
biologists have called upon dynamical systems theory. The ongoing self-
maintenance and development of an organism acts as a high-order constraint,
which enslaves the components necessary to maintain its dynamics. Because of
this, a developing system will have highly flexible boundaries, and will be
composed of different enslaved components over time. This flexibility serves
the autonomy of the developing organism, making it more likely to be viable.
Autonomy is sometimes cashed out in terms of recursive self-maintenance.

? See also Thompson 2007.
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That is, some systems are autonomous in that they can maintain stability not
only within certain ranges of conditions, but also within certain ranges of
changes of conditions: they can switch to deploying different processes
depending on conditions in the environment.

The same is true, we believe, of extended phenomenological-cognitive
systems. The coupled, dynamical phenomenological-cognitive system is highly
opportunistic, encompassing different resources at different times. To use the
language of dynamical systems theory once again, the extended
phenomenological-cognitive system can be characterized as a set of order
parameters that enslave components of brain, body and niche as needed in
order to maintain itself. This means that the boundaries of the extended
phenomenological-cognitive system will change (sometimes very rapidly) over
time. And, as in the case of biological autonomy, the flexibility of the
boundaries of extended phenomenological-cognitive systems is crucial to their
self-maintenance. Autonomy as we are describing it here is the maintenance
appropriate relations among the nervous system, the body and the
environment, i.e., the maintenance of affordances and the cognitive-
phenomenological niche. Thompson and Stapleton (2008) call this “sense-
making”.

Organisms regulate their interactions with the world in such a way that they

transform the world into a place of salience, meaning, and value — into an

environment (Umwelt) in the proper biological sense of the term. This
transformation of the world into an environment happens through the
organism’s sense-making activity. Sense-making is the interactional and

relational side of autonomy. (Thompson and Stapleton 2008, p. 3)

This sense-making is the activity through which extended phenomenological-
cognitive systems learn about, think about, and experience the world. Indeed,
itis the activity through which they have a world.

EXTENDED PHENOMENOLOGICAL-COGNITIVE SYSTEMS: ACTION AND AGENCY

Our view is that biological agents are best conceived as extended
phenomenological-cognitive systems, and that extended phenomenological-
cognitive systems engage in purposeful action. Indeed, it is better to say that
the dynamical activity of extended phenomenological-cognitive systems is
purposeful action. What are the consequences of this understanding of agency
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and purposeful action? We begin by pointing out that there are significant
areas of agreement between our position and that of others who advocate
embodied, embedded and extended accounts of agency and action. We agree
that agents are not just a sequence of decision making conscious states. We
agree that one should endorse causal and explanatory pluralism (Chemero and
Silberstein 2008) when it comes to explaining action. We agree that actions
are processes extended in space and time, and that agents who engage in
actions are extended in space and time and include aspects of the surrounding
environment, social and physical, past and present, and perhaps even future
(Clark 2007, p. 107). These are the points of agreement; where we differ from
other proponents of extended agency is far more telling.

The first place we differ from Clark, and most other proponents of extended
cognition, is over the role of computation in explaining cognition. Indeed, the
debate about extended cognition is just an in house dispute over how wide
computational processes are.” Extended phenomenological-cognitive systems
do not function by representing the environment; the system and the
environment are inseparable, so there is no need for intervening
representation. On the conceptions of computation that have been used by
cognitive scientists, computation requires representation (Fodor 1981). So
extended phenomenological-cognitive systems are not computational systems;
on our view, unlike many others who discuss extended cognition, cognition is
not computation.

Moreover, the view of extended cognition as wide computationalism
(Wilson 1995, 2004; Clark 1997, 2007) treats extended cognition as
synonymous with distributed cognition. For example, in the ur-example of
wide computation, the resources used to carry out long division are distributed
among multiple separate components: a human brain, visual system, and motor
system, along with the chalk and chalkboard on which the problem is written.
The computational processing is distributed among these separate
components, and the system like this would exhibit component-dominant
dynamics as a whole. In contrast, extended phenomenological-cognitive
systems are extended, but they are not distributed in the way Clark suggests.
As we saw with the Dotov ez a/. study described above, the non-linear nature of
extended phenomenological-cognitive systems, their robustness and their
plasticity all imply that the systems are softly assembled, exhibiting and

* See the papers collected in Menary 2010.
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sustained by interaction-dominant dynamics, and not component-dominant
dynamics. The soft assembly is the product of strongly nonlinear interactions
within and across the varying temporal and spatial scales of extended
phenomenological-cognitive systems. It is driven by order-parameters in a
higher-dimensional state space that both determine the expanding possibilities
for the system as a whole and constrain the degrees of freedom of the more
basic components in order to maintain the system as an autonomous, self-
organizing unity. Because of (1) the time scale differences in the components’
interactions and the dynamics of the whole system, and because (2) the same
dynamics of the whole is often realized by multiple components (i.e., the
system exhibits self-similarity at multiple spatial and temporal scales, which can
be detected as 1/f noise), the system as a whole has a significant degree of
autonomy from its components. The point is that extended phenomenological-
cognitive systems are autonomous systems that are made up of components,
but have dynamics that are not determined by the components (i.e., the
dynamics are interaction dominant). This is in contrast with wide
computational systems, which have component-dominant dynamics.

This difference between extended phenomenological-cognitive systems,
which are extended but not distributed, and wide computational systems,
which are distributed, is important to the discussions of agency and action.
Taking cognition to be distributed, as it is in wide computational systems,
makes agency ripe for elimination. Clark, for example, says

what we really need to reject, 1 suggest, is the seductive idea that all these
various neural and non-neural tools need a kind of stable, detached user.
Instead, itis just zools all the way down. (Clark 2007, p. 111)

Clark also frames the debate in terms of the following dilemma: agency and
action are just “tools all the way down” or they require a neural, functional
center of consciousness, a central self relative to whom all neural,
technological resources are mere tools (Clark 2007, p. 113). Clark is not
alone in framing the state of play in this way. Ismael, for example, argues that
we are forced between either a self-representation playing a causal role or mere
input-driven self-organization; that is, real self-governance versus mere self-
organization (Ismael 2010). The extended phenomenological-cognitive
systems conception of agency and action shows that this is a false dilemma. The
agency of extended phenomenological-cognitive systems is neither Nothing
But tools nor Something Else as Well (a reified self-representation). Moreover,
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because agency in extended phenomenological-cognitive systems inheres in a
single (extended, but non-distributed) system with interaction-dominant
dynamics, it is natural to claim that this system, as opposed its tools, is
responsible for the action. The agency, like the system, might be extended, but
itis not distributed.

An important question, though, is whether this sort of agency, which does
without a Something Else as Well, is genuine agency. It is. Following
Barandiaran, Di Paolo, and Rohde (2009), we take it that agency has three
necessary components: the agent must be an identifiable individual; the agent
must do something; and there must be norms governing what the agent does.
We can see this by, once again, considering the Dotov ez al. experiment. In the
experiment, an extended phenomenological-cognitive system composed of
(parts of) a person, a mouse, and computer display was brought into being and
then temporarily disrupted. This system does compose an identifiable
individual: the system as a whole behaved as an individual, as is indicated by its
having measurable 1/f noise at the interface between the person and the
mouse. This 1/f noise was a feature of the system as a whole, rather than a
feature of any of its components. The system did something: the video game
that was played had a goal state, and the extended phenomenological-cognitive
system’s activity was aimed at bringing that goal state into being. Finally, it was
apparent whether the person-mouse-monitor system was successfully attaining
the goal state, and when the mouse disruption made attaining that goal state
difficult or impossible to achieve, the character of the system’s activity changed
such that the 1/f noise disappeared. That is, the system’s activity was governed
by norms, and the system’s behavior changed when it was not achieving those
norms. This extended phenomenological-cognitive system displays the
necessary characteristics of genuine agency.

EXTENDED PHENOMENOLOGICAL-COGNITIVE SYSTEMS: INTENTIONAL
ACTION

We have explained how extended phenomenological-cognitive systems can be
agents, and can act purposefully. We have, so far, said nothing about how they
might have intentions or act intentionally. In intentional action, an agent’s
intention is said to cause action. Given our goals, it is essential that intentional
action be neither Nothing But behavior, nor Something Else as Well. So
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intention must not be merely causally prior to the action but must somehow
correspond to the intentional structuring of action, without being something
over and above the action. The question that arises is how can physical
processes instantiate intentional action of this sort? The outline of the correct
answer to this question can be found in Juarrero’s pioneering application of
dynamical systems thinking to intentional action and agency (Juarrero 1999,
2009, 2010). Juarrero argues that beliefs, intentions, reasons, and the like are
not the efficient causes of action. Instead, they act as context-sensitive
constraints, and serve as final or formal causes of action. This is possible, she
says, because «mental phenomena should be describable mathematically as
neural attractors» (Juarrero 2010, p. 265). Intentions in particular are
described as «higher-dimensional, neurologically embodied long-range
attractors with emergent properties» (Juarrero 2010, p. 267). And more
specifically, intentions are «soft-assembled context-sensitive constraints
operating as control parameters» (Juarrero 2010, p. 268). These intentions
constrain the activity of the system, so that the action comes about. Although
Juarrero does not use the exact same language that we do, what she is
describing is the activity of softly assembled, self-organizing systems that
display interaction-dominant dynamics. Thus we agree with Juarrero that
intentions are best understood as control parameters, which are both
composed of the system’s components and also act as constraints on the
activity of those components. This allows intentions to play a role in the
generation of action without being identical to the system components and
without being anything over and above the system.

There are, however, important differences between our view and
Juarrero’s. First, while she does stress that the environment gets folded into
cognitive processes that are not just in the brain (Juarrero 2010, p. 265), we
think that she is too closely focused on the brain and “self-organized neural
states”. Second, Juarrero’s view is representationalist:

A self-organized neural state is representational and symbolic if its central
features are given not by the configuration’s intrinsic physical properties but by
the informationit carries. (Juarrero 2010, p. 264)

Finally, and most importantly, we worry that Juarrero’s view leans too much
toward the elimination of intentions. The second and third of these differences
in approach stem from the first. Because Juarrero takes intentions to be self-
organizing neural processes, the parameters that govern their organization are
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independent of the environment and the rest of the body. (That, after all, is
what it is to be se/forganizing.) Because of their independence from the
environment and the rest of the body, there is pressure to treat them as
representing the body and environment. And, given Juarrero’s laudable wish to
avoid reifying intentions and other mental entities, she ends up explaining the
connection between these context-sensitive neural constraints and action by a
body in an environment in a highly deflationary fashion, suggesting classical
probability theory as a good analogy for such constraints (Juarrero 2010, p.
260). On this analogy, your intention to get a cup of coffee right now impacts
your action the same way that the laws of probability influence the outcome of a
coin toss. This strikes us as going beyond Nothing But, all the way to Nothing.

The solution here, of course, is to reject Juarrero’s neural focus by taking
intentions not to be self-organizing neural attractors that constrain the activity
of the body, but rather to be order parameters of self-organizing extended
phenomenological-cognitive systems that act as constraints on components of
extended phenomenological-cognitive systems. This is perfectly in line with
the way that constraints are discussed in physics, allowing them to be
kinematic, geometric, or topological constraints, including various kinds of
symmetries, or even boundary conditions. These constraints are features of a
system that can impact the behavior of the system, and whether one wishes to
call this impact formal cause or final cause, it is above all lawful and dynamical.
These non-reified intentions genuinely constrain the activity of system without
being something outside it.

CONCLUSION

We have been making the case that agents are extended phenomenological-
cognitive systems, composed of a changing collection of components of the
brain, body and niche. These systems exhibit interaction-dominant dynamics,
so it is impossible to separate out the contributions from individual system
components; this means they are extended, but not distributed. These systems
are genuinely agents and engage in intentional action. Their intentions are
order parameters that constrain the activity of system components, but do not
act as efficient causes. These agents do not pop into existence (emerge) from
complex brain dynamics, already armed with powers of intentionality and will.
Rather, agent and environment are co-dependent sides of the same coin. In
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other words, sense-making and agency go hand in hand. It is built into this
conception of things that cognitive agents consciously experience the world in
terms of their abilities and goals. Given this, there is no special mystery of how
meaningful behavior could be possible. We are extended phenomenological-
cognitive systems, which is to say that we are not brains in vats in
representation-mediated contact with the environment we want to act in,
somehow; instead, we are meaningful action.
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ABSTRACT

An inter-enactive approach to agency holds that the behaviour of agents in a
social situation unfolds not only according to their individual abilities and
goals, but also according to the conditions and constraints imposed by the
autonomous dynamics of the interaction process itself. We illustrate this
position with examples drawn from phenomenological observations and
dynamical systems models. On the basis of these examples we discuss some of
the implications of this inter-enactive approach to agency for our
understanding of social phenomena in a broader sense, and how the inter-
enactive account provided here has to be taken alongside a theory of larger-
scale social processes.

1. INTRODUCTION

It is now two decades since the emergence of Enactivism as a distinctive
approach within Cognitive Science, with the publication of 7he Embodied
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Mind (Varela er al. 1991). This volume was a broadside against traditional
conceptions of mind and agency — in particular the dominating notion that a
cognitive agent’s interactions with the world are essentially mediated by an
internal information-processing device, epitomized by the digital computer,
linked to sensors and effectors. On this picture the agent’s brain receives
sensory inputs which enables the brain’s information-processing routines to
update its internal model of the world, modify its action-plans and generate
executive commands to effect physical changes in the world — what Rodney
Brooks (1991) described as the ‘sense-model-plan-act’ view of cognition and
agency. At the time of The Embodied Mind the dominant question being asked
was: is the information processing device to be thought of primarily in terms of
symbolic Al models or in terms of some form of connectionist architecture.
Varela and colleagues were inspirational in offering ‘enactivism’ as a new
departure from these ‘internalist’ models, and many other novel approaches
appeared, calling themselves, variously, ‘embodied’, ‘embedded’, ‘dynamic’,
and so on.

In fact a bewildering number of different proposals were made under the
‘enactivist’ banner' — so that it is rather difficult to find a concise summary of
what enactivism, in essence, was proposing. However the enactive approach to
cognition and agency can be broadly summarized in terms of five interlocking
themes. See Thompson 2005, 2007; Torrance 2005, which address the
foundational question: What is it to be a (cognizing, conscious) agent? The
five-fold response is as follows: it is (a) to be a biologically autonomous
(autopoietic) organism — a precarious, far-from-equilibrium, self-maintaining
dynamic system; (b) with a nervous system that works as an organizationally
closed network, whose function is to generate sggnificance or meaning, rather
than (as in the ‘sense-model-plan-act’ model) to act via a set of continually
updated internal representations of the external world; (c) the agent’s sense-
making arises in virtue of the its dynamic sensorimotor coupling with its
environment, such that (d) a world of significances is ‘enacted’ or ‘brought
forth’ by a process whereby the enacted world and the organism mutually co-
determine each other; and (e) the experiential awareness of that organism
arises from its lived embodiment in the world.

These five themes draw upon a number of theoretical traditions, for
example, the autopoietic theory of Maturana and Varela (1987), the

' See Torrance 2005 for a catalogue of some of these.
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phenomenology of Merleau-Ponty (1945) and recent work on dynamical
systems (e.g., Port and Van Gelder 1995), as well as (in some interpretations
of enactivism) also leaning heavily on themes from Eastern mindfulness
meditation traditions (stressed in particular in Varela ez al. 1991). Putting all
these various strands together we have a view of agency which stresses how an
agent and the world in which that agent acts can, in an important sense, be seen
as “co-constituting” or ‘co-enabling’ one another. The enactive approach to
cognitive science has come a long way since it was first initiated by Varela and
colleagues, as demonstrated, for instance, by the subtle and extended
treatment in  Thompson (2007). An initial focus on the embodied
phenomenology and sensorimotor dynamics of perception (O’Regan and No¢
2001, Noé 2004)> has come to be complemented by a renewed interest in
biological autonomy (putting more emphasis, for example, on autopoiesis)’,
and this resulted in a sharpened conception of sense-making in relation to
autopoiesis, a stress on the importance of adaptivity (Di Paolo 2005), and
more recently, an enactively-focused characterization of agency (Thompson
2005, Barandiaran er a/. 2009). Other recent treatments of enactivist themes
include collected papers on intersubjectivity, empathy and sociality
(Thompson 2001, Di Paolo 2009); on enactive experience (Torrance 2005,
2007); on autonomy (Barandarian and Ruiz-Mirazo 2008); on enactivism in
relation to other post-cognitivist views of mind (Kiverstein and Clark 2009,
Menary 2010); and on enactivism as a new paradigm for the cognitive sciences
(Di Paolo eral. 2010).

During the progression of this extended discussion it has become evident
that it is not just the internalism and representationalist nature of classical
cognitivism that has to be challenged, but also a ‘methodological individualist’
or ‘methodological solipsist’ approach to cognition and agency. * This
individualistic picture has been challenged in many ways by enactivist and
other perspectives which stress embodied and embedded, features of agency
and cognition. Thus there has been a growing focus on the intersubjective, or
interactive, nature aspects of experience, knowledge and agency.” De Jacgher

% See also Torrance 2002.

> See Varela 1997, Weber and Varela 2002.

*See Fodor 1980 for a classical defence of an account of cognition which explicitly takes this
character, under the label ‘methodological solipsism’.

> This emphasis on interaction and intersubjectivity was given an important impetus by an
emphasis on second-person methods for investigating consciousness, and empathy as a central feature



24 Humana.Mente - Issue 15 - January 2011

and Di Paolo’s (2007) enactive account of social interaction provided a new
departure by introducing the concept of participatory sense-making. Their
account, which drew inspiration from autopoietic accounts of biological
autonomy (e.g., Maturana and Varela 1987), and from research in artificial life
and evolutionary robotics, proposed that inter-individual interaction processes
can take on an autonomous organization of their own.

De Jaegher and Di Paolo’s paper is a key study in a number of recent works
which mark a growing interest in the role of the interaction between agents for
understanding the nature of agency.® For instance, it has been argued that the
inter-individual interaction process can constitutively shape forms of individual
agency (De Jaegher and Froese 2009), that inter-agent interaction is a
necessary condition for the shift from minimal to ‘higher-level” cognition
(Froese and Di Paolo 2009), and that historically based impersonal norms an
essential background in human social agency (Steiner and Stewart 2009; see
also below section 4). In addition, Di Paolo, Rohde and De Jaegher (2010)
have investigated the importance of an enactive account of social cognition to
understanding the nature of play. Moreover, the idea that interactive processes
are defined by a certain autonomy which both conditions and is conditioned by
the autonomy of the interacting individuals has profound repercussions for our
understanding of emotion, values and ethics (Colombetti and Torrance 2009).

In what follows we will further substantiate the idea that many kinds of
agency, in particular the agency of human beings, cannot be understood
separately from understanding the nature of the interaction that occurs
between agents. We begin with a discussion of some illustrative examples,
drawn from common experience, that show how the relative autonomy of the
interactive process itself can sometimes facilitate and sometimes hinder our
individual goals. However, the majority of cognitive scientists working on
interpersonal interaction and social cognition are likely to remain unconvinced
that these examples show that inter-individual interaction processes can indeed
play a constitutive role in determining the character of individual agency.
Accordingly, we discuss a series of simulation models which serve as concrete
proof of concepts, and which enable us to analyze the dynamics of the
interaction process in a precise mathematical manner. Effectively, the models
help us to demonstrate that it is possible to treat an inter-individual interaction

of this emphasis, as seen in the collection of papers which was published shortly after Varela’s death
(Thompson 2001). See also, for example, Gallagher 2005.
® See also Di Paolo 2009.
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process as one whole dynamical system, and that this global system has
properties that modulate the flow of component activity and yet cannot be
reduced to the activity of any of the individual components. Having put the
enactive approach to social interaction on a more solid footing, we proceed to
discuss some of the implications this change in perspective has for our
understanding of social processes in a sense broader than that which is limited
to the inter-individual real-time interactions which are the major focus in the
earlier part of our discussions.

2. WHEN INTERACTING WITH OTHERS TAKES ON A LIFE OF ITS OWN

One of the key ideas to have emerged from the “participatory sense-making’
literature is that the unfolding of an interaction between two or more people
has an autonomy of its own which is separate from the autonomy of the
individual participants. This idea will be given more theoretical weight later on,
but here it is illustrated intuitively. The relative autonomy of an inter-individual
interaction process may be encountered as an organizing (enabling and
constraining) influence on the unfolding events of the interaction from the
perspective of the interacting individual agents. Depending on the
circumstances, the autonomous organization of the interaction process itself
can facilitate or hinder the realization of the autonomous goals of the agents.
Here we illustrate these two types of situation by drawing on some concrete
examples from common experience, at first intuitively or pre-theoretically
described.

2.1 HOW THE INTERACTION PROCESS FACILITATES INDIVIDUAL ACTIONS

To begin with, it may be easiest to illustrate the constitutive role of the
interaction process for individual actions by recalling a social situation in which
we were engrossed in a conversation. It can happen that the flow of the
interaction carries us along quite effortlessly, with every one of our actions
prompting our interlocutor to respond with a complementary reaction, which
in turn evokes another response from us, and so forth, back and forth. In this
way we can describe the conversation as a stable social situation because of the
mutually reinforcing actions of the interlocutors.

At the same time we can also look at the role of the conversation itself. In
other words, the fact that we are situated in an engaging conversation means
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that in response to what the other has said we are more likely to say or do
something appropriately engaging in turn, and the fact that we are more likely
to respond in this way also means that our actions are ensuring that we
continue to be situated in an engaging conversation. We are thus faced with a
self-perpetuating social interaction process, whereby the conversational nature
of the situation co-constitutes the individual’s gestures, and the individual’s
gestures co-constitute the conversational nature of the situation.

But does it really make sense to give a co-constitutive role to the structure
of the inter-individual interaction process itself? How do we know that we are
not simply dealing with the linear sum of the individual gestures? In the case of
a social situation in which the individual goals of the partners are mutually
reinforcing, it is indeed difficult to assess whether we need to appeal to any
additional interactional process at the inter-individual level in order to explain
what is going on. However, what about social situations in which the goals of
the individual interactors are not aligned with the self-perpetuating structure
of the interaction process?

2.2 HOW THE INTERACTION PROCESS HINDERS INDIVIDUAL ACTIONS

De Jaegher and Di Paolo (2007, 2008) nicely illustrate this possibility by
pointing out that verbal arguments are often self-perpetuating even despite the
best intentions of those involved. In such cases every attempt to end the
conflict by one or the other of the individuals may, in virtue of the inter-
individual situation, provoke a response from the partner and will therefore, in
spite of the individual’s original goal, inadvertently give support to the
continuation of the overall argumentative situation. Anyone who has
experienced being entangled in such a self-perpetuating social conflict knows
the feeling of being helpless to stop what turns out to be an inevitable
continuation of the argument. On the personal level it can feel like what one is
saying is somehow twisted in the interaction so that it comes out wrong, is
misinterpreted, or simply remains ineffective.

The self-perpetuating verbal argument that no one wants to continue
having is a rather extreme example, but self-sustaining interactions in which
the structure of the social situation cannot be reduced to the sum of the
individual actions are actually quite common in our daily lives. As a
paradigmatic non-verbal example, De Jaegher and Di Paolo (2007) refer to the
situation in which we encounter someone while walking along a corridor and
we step aside to make way. It sometimes happens that we both step aside in the
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same direction and are thus faced by the same impasse once again, which leads
us to make another synchronous sideways step together, and so forth, until one
of us finally makes a concerted effort to break the undesired interaction
process and lets the other pass.

A common verbal example that we can all relate to is trailing conversations
that we have difficulty in terminating. This can happen for instance when trying
to end a phone call in a polite manner, such that every ‘bye’ and “thanks’ and
‘see you soon’ uttered by one of the speakers is followed by a complementary
response by the other speaker, which then calls forth another response from
the first speaker, and so forth. In this way the ‘end’ of the conversation
continues because the social situation as such facilitates the exchange of
mutually contingent responses, as well as because the cultural norms of our
society make it difficult to simply hang up on someone who is still speaking.
Accordingly, even though both callers may have the personal goal of
terminating the call, they can find themselves unable to easily do so because
additional responses are facilitated by the interactional nature of the social
situation and the cultural constraint of not hanging up prematurely.

We will return to a fuller discussion of the role of cultural norms in shaping
individual actions in a later section of this paper, but for now we simply want to
highlight the fact that even the most basic inter-individual interaction
processes can become self-perpetuating, autonomous structures in their own
right, and that these relational structures can play a constitutive role for the
enaction of individual actions (De Jaegher and Froese 2009).

2.3 HOW TO AVOID FALLING INTO SOCIAL MYSTERIANISM

However, as Boden (2006) has correctly pointed out, this kind of approach to
social interaction confronts us with a fundamental problem: how can we leave
methodological individualism, which is still prevalent in the cognitive sciences,
behind us without at the same time descending into some kind of social
mysterianism? How can we scientifically grasp the notion that an inter-
individual interaction process is not just constituted by the actions of several
interacting individuals, but that this whole interaction process itself is also
constitutive ofthe actions of those individuals as well?

Mainstream approaches to social cognition are ill equipped to address this
important challenge because they remain narrowly focused on the cognitive
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abilities of the brains of isolated individuals (usually characterized in terms of
cither theory theory or simulation theory). * Fortunately, however, these
cognitivist and individualist approaches to social interactions are no longer the
only game in town. In what follows we will show that it is possible to
systematically study the nature of social situations, including their co-
constitutive impact, by making use of some minimalist technological tools. Not
only does this address the worry that an acceptance of the co-constitutive role
of interaction processes and a rejection of theory of mind approaches leads to a
non-scientific mysterianism about sociality; on the contrary, because our
framework is based on the mathematics of dynamical systems theory, we are
grounding the discussion in concrete models that are open to precise analysis.”

3. DYNAMICAL MODELS OF INTER-ENACTION

In the previous section we have described two distinct types of social situation
in which interactions between two or more individual agents can form a self-
perpetuating dynamic structure at the level of the interactions themselves. In
these types of social situation the interaction process entrains the actions of the
individual interactors in such a way that they support the continuation of the
interaction process itself. And, depending on the organization of the
interaction process, it can either facilitate or hinder the realization of the
individual interactors’ goals accordingly.

3.1 METHODOLOGICAL CONSIDERATIONS

However, it is not enough to simply describe these social situations in a

" For some recent critical accounts of conventional accounts of social cognition and ‘mind-
reading’, see Gallagher 2001, 2005, 2008; Gallagher and Zahavi 2008, pp. 171-197. Dan Hutto’s
Narrative Practice Hypothesis provides a particularly fertile source for criticisms of orthodox
approaches to social cognition (Hutto 2004, 2007; see also Gallagher and Hutto 2008).

% Note that we are also avoiding the category mistake committed by Theory of Mind approaches,
which attempt to devise scientific explanations of social cognition by re-describing our personal-level
abilities as hypothetical brain-based mechanisms (e.g., our personal-level ability to imagine ourselves
in someone else’s place makes a reappearance in the supposedly sub-personal simulation capacity of
so-called mirror neurons). The enactive approach, on the other hand, does not have to make use of
homuncular discourse when explaining sub-personal mechanisms underlying social interactions in
terms of dynamical systems.
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narrative manner and to affirm in an intuitive way the personal sense of being
enabled or constrained in order to establish a science of social or interactive
situations. What is additionally required is a basic proof of concept, which
demonstrates that these narrative and phenomenological descriptions of the
efficacy of interaction processes in certain social situations are not merely
metaphorical embellishments of what is essentially a sum of individual actions.
To show that the social interaction process itself can play a constitutive role for
the actions of individual agents, we need to be able to show this process at work
in a concrete model that allows for systematic exploration of the essential
parameters.

One suitable way of satisfying this additional requirement is to take
advantage of recent work in Evolutionary Robotics modeling. Since its
beginnings in the early 1990s, the Evolutionary Robotics approach has
established itself as a viable methodology for optimizing dynamical controllers
for physical robots (Nolfi and Floreano 2000), as well as for synthesizing
simulation models of what has become known as ‘minimally cognitive behavior’
(Beer 1996). The idea here is to set up an evolutionary algorithm that can
automatically shape the dynamical system of a model agent so that it performs a
given task in the simplest possible way, while still raising issues that are of
genuine interest to cognitive scientists (Beer 2003, Harvey ez al. 2005, Froese
and Ziemke 2009). In the last decade there has been a growing interest in
using this kind of Evolutionary Robotics approach to investigate the dynamics
of social interactions (e.g., lizuka and Di Paolo 2007a, Froese and Di Paolo
2008, Di Paolo er al. 2008), and the methodology has accordingly been
extended to include “minimally social behavior® as well (Froese and Di Paolo in
press).

We will draw on some of our own modeling work in this area (Froese and
Di Paolo 2010, in press), because the specific aim of these models is to serve
as proof of concepts which demonstrate that interaction processes themselves
can play a constitutive role in shaping individual actions over and above the
sum power of the individual agents. In fact, as we have already argued
extensively elsewhere (Froese and Gallagher 2010), the methodology of
Evolutionary Robotics is well suited to complement phenomenological
investigations in the cognitive sciences.

3.2 THE DYNAMICS OF PERCEPTUAL CROSSING

Froese and Di Paolo (2010) used an Evolutionary Robotics approach to



30 Humana.Mente - Issue 15 - January 2011

generate a series of agent-based simulation models whose minimalist task-
design is directly based on a psychological experiment on perceptual crossing
by Auvray, Lenay and Stewart (2009). The term “perceptual crossing” denotes
social situations in which the perceptual activities of two agents interact with
each other (e.g., mutual touch or catching another’s eye). Essentially, the study
by Auvray and colleagues is an exploration of the most basic conditions that are
necessary for participants to recognize each other by means of minimal
technologically mediated interaction in a shared virtual space. Since this study
is the original inspiration for the simulation models, we will describe it in a bit
more detail first.

A schematic illustration of the overall experimental setup is shown in

Figure 1. Two adult participants, acting under the same conditions, can
move a cursor left and right along a shared one-dimensional virtual “tape’ that
wraps around itself. They are asked to indicate the presence of the other’s
cursor-driven virtual ‘body’ by clicking a mouse button. The participants are in
separate rooms and can only sense a tactile stimulation (on/off) on their finger,
depending on whether the location of their cursor coincides with another
object in the virtual space. Apart from each other’s cursor object, participants
can encounter a static object on the tape, or a mobile ‘shadow” object that is
fixed at a distance to the partner’s cursor. All objects are strictly identical in
size, and the two mobile objects (the other’s cursor-driven ‘body’ and its
attached “shadow’) perform identical movements. Importantly, only the other’s
cursor can be responsive to one’s own movements since it provides tactile
feedback to the other participant.

600/ 0 600/0

" 7 R1

B2 52

Figure I Visual schematic of the experimental setup of Auvray, Lenay and
Stewart’s (2009) study of perceptual crossing (adapted from Froese and Di
Paolo 2010). Two participants inhabit a virtual space consisting of a 600
unit long 1-D toroidal (wrap-around) environment. The space is divided
into two regions, ‘Up’ and ‘Down’. Each region contains three objects,
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shown as grey oblongs. These are (a) the participant’s mouse-driven ‘body’
or ‘avatar’ (labeled B1, B2) which the participant can move left or right at
will; (b) the body’s ‘shadow’ (S1, S2) which moves in lockstep with the
avatar; (c) a fixed object (F1, [F2). In addition, each participant’s has a
receptor field (R1, R2 - shown as white arrows pointing into the other
region), which move with the avatar’s body, and which can overlap with
each of the three objects in the other region as it moves left and right. In the
actual experiment participants are blindfolded, and use a mouse to control
the movement of their avatar; the other hand is placed on a custom-built
tactile feedback device which issues an identical short vibration when the
receptor field encounters an object in the opposing space.

Since all virtual objects are of the same size and only generate an all-or-nothing
tactile response, the only way to differentiate between them is through the
interaction dynamics that they afford. And, indeed, an analysis of the results
revealed that, although they were often not aware of this fact, the participants
did manage to locate each other successfully. Essentially, the reason for this
success is that the ongoing mutual interaction afforded the most stable
situation under these circumstances. If one participant’s receptor field
coincided with the other’s body, thus activating the tactile feedback, the other
participant’s receptor field would simultaneously also coincide with the first
participant’s body, thus activating their tactile feedback, too. Accordingly,
both participants were mutually engaged in the same interaction and neither of
them had reason to disengage and to continue searching elsewhere. But if a
participant happened to interact with the other’s mobile shadow object (whose
movements are an exact copy of the other’s movements), the other would not
receive any tactile feedback from their engagement and would continue
searching, thus dragging their shadow object with them and terminating the
other’s attempt at interaction. Interaction with the shadow object is therefore
inherently unstable, while mutual perceptual crossing is relatively stable. To be
sure, interacting with a static object is stable too, but the lack of social
contingency is given away when the interaction becomes too predictable, after
a few iterations at least.

A closer look at the results reveals a special role of the interaction process
in the overall outcome of the experiments. Interestingly, the participants
‘failed” to achieve the task individually, because there was no significant
difference between the probability of a clicking response to the other’s body
and the other’s shadow object (Auvray ez al 2009, p. 39). In other words, on
an interaction to interaction basis, the participants were unable to distinguish
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between those situations that were characterized by social contingency and

those that weren’t. However, they still managed to solve the task collectively

because of the self-sustaining dynamics of the interaction process. That is, ar
the end of a whole trial the most clicks in total occurred during situations of
actual perceptual crossing. The upshot of these experiments therefore is that,

even though it is impossible to distinguish the active partner from her

irresponsive copy on an individual basis, it turns out that most clicks are made

correctly because a mutual interaction is more likely to persist and participants

are therefore more prone to face each other once again.

The value of modeling this psychological experiment has already been
shown by Di Paolo, Rohde and lizuka (2008), who used an Evolutionary
Robotics approach to generate an agent-based simulation model which
successfully replicated the main results of the study. At the same time it helped
them in gaining some additional insights into the dynamics of the interaction
process. For example, the problems that their model agents had with avoiding
interactions with their respective static objects led them to predict similar
difficulties for human participants. This prediction was already supported by
the empirical data presented by Auvray and colleagues, but it had previously
gone unnoticed.

Froese and Di Paolo (2010) continued this modeling research with the aim
of gaining a better appreciation of the further potential of this general
experimental setup and, at the same time, of improving our understanding of
the constitutive role of the interaction process for individual behavior and
agency. They began by using a similar modeling setup as that used by Di Paolo
and colleagues (2008), and provided a comprehensive analysis of the evolved
behavioral strategy by means of a set of simulated psycho-physical tests. The
results of the original study and its first model were successfully replicated.
The novel aspect of Froese and Di Paolo’s re-implementation is the great
simplicity of the “neural’ system of the evolved agents, which enables a detailed
dynamical understanding of their behavior. An example of the kind of analysis
that is made possible by this kind of model is shown in Figure 2.
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Figure 2: Nlustration of the 3D state-space attractor landscape for the
three-node  continuous-time recurrent neural network (CTRNN)
controlling the movements of one model agent (figure adapted from Froese
2009, p. 169). All nodes receive input from the agent’s receptor field and
the output of the nodes labeled ‘motor-r’ and ‘motor-I” determine the
agent’s rightward and leftward velocity, respectively. Note that depending
on whether the agent’s receptor field is turned off (a) or on (b), the position
of the point attractor, represented by a *, changes to a different region of
state-space. The lines converging on the attractors represent a sample of
possible state trajectories of the neural network (for 50 times the states of
the network’s nodes were initialized to random values drawn from a
representative trial run and the network was allowed to settle for 8000 time
steps). See text and Froese and Di Paolo 2010 for details.

When the continuous-time recurrent neural network (CTRNN) that
controls movement of a model agent is decoupled from the 1-D environment, it
is characterized by two fixed point attractors, (labeled attractoryand attractor,)
depending on whether the receptor field input is off or on. It turns out that the
velocity of the agents is strongly coupled to the value of this parameter. This is
indeed the basis for a tight sensorimotor coupling: the state of the receptor
field input parameter is largely determined by the current movement of the
agent in relation to its current environment (including potentially its relation to
the other agent), and at the same time its current movement is largely
determined by the state of the input parameter.

But this tight coupling should not be misunderstood as the mark of a purely
reactive system, since the sensorimotor loop is mediated by a dynamical system
with feedback connections. Moreover, because the contact sensor switches an
agent’s neural system between the two different attractor landscapes (with
attractor0 and attractorl), the inter-individual interaction process is able to
organize the flow of internal dynamics into a transient that makes the individual
agents more responsive to the subtle changes of the interaction, thereby
making it more likely that the ongoing interaction process can be sustained.
Here we thus have a concrete example of how an interaction process can be
constitutive of individual behavior.

It is also worth emphasizing that the processes that drive the necessary
internal systemic changes via appropriate input-switching are largely external
to the agent. In fact, they are partly constituted by the mutually responsive
interaction with the other agent. An agent in an empty 1-D environment would
be doomed to linear movement in a single direction, since it is lacking the
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ability to internally switch between the two attractor landscapes. Only during
an interaction with a responsive partner is the agent’s internal organization
transformed so as to allow for an open-ended entrainment that can flexibly
proceed in cither direction.” In other words, here we also have a concrete
example of how an interaction process can be constitutive of individual agency.

3.3 FURTHER INVESTIGATIONS OF PERCEPTUAL CROSSING

To further illustrate the constitutive role of the interaction process on the
behavior of the individual agents, Froese and Di Paolo conducted a series of
additional experiments with the same computer model which we will briefly
describe here. The aim of these models is to give a better sense of how the
properties of the interaction process can shape individual behavior.

RECEPTOR FIELD SWITCHING EXPERIMENT

In a first variation of the experimental setup, the receptor fields are switched
between the agents such that each agent receives the other’s sensory input.
This modification cripples the agents” ability to interact with their environment
on the basis of coherent sensorimotor correlations created by their own
exploratory behavior. Nevertheless, it is found that even under this impaired
condition stable perceptual crossing reliably emerges from the inter-agent
interactions. Thus, even without any consistent sensorimotor correlations as a
basis for individual behavior alone, the inter-individual interaction process
essentially negates this lack because of the self-perpetuation of mutually
responsive interactions. When the agents interact with each other, the
mutuality of the interaction means that they essentially serve as each other’s
sensor interface, and this mutually and interactively re-established coherence
of the individuals’ sensorimotor loops reinforces the interaction as a whole.

In this manner, even when most individual behavior is less stable than in the
original experimental setup, it is still possible for successful perceptual
crossing to self-organize in terms of the relative stabilities of the interaction
process. In sum, by modifying the original experimental setup Froese and Di

? The crucial role of mutual responsiveness in the scaffolding of individual agency and behavior, as
it has been demonstrated by this model, may be able to teach us a lot about how to conduct our social
relations. This is true especially in the context of nursing and in other situations of dependency, in
particular those involving forms of impaired agency. See Colombetti and Torrance 2009 for a more
detailed discussion.
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Paolo (2010) thus demonstrated that the interaction process not only makes
interaction with the shadow object unstable, thereby removing it as a
possibility for further entrainment, but that it also plays a constitutive role in
making perceptual crossing a stable possibility.

INDIVIDUAL BEHAVIOR VERSUS INTERACTION PROCESS EXPERIMENT

In a second variation, Froese and Di Paolo changed the task so as to introduce
a conflict between individual behavior and global stability, namely by further
evolving the agents to locate the mobile object which is precisely not the other
agent, i.e., the other’s mobile shadow object. The requirement of detecting
social contingency, nevertheless, remains the same as before. This is because
the individuals must still distinguish between those interactions that occur with
the other’s receptor field and those that result from the mobile shadow object,
as well as avoid any interaction with the static object. However, in contrast to
the original psychological study, here the agents are required to stay with their
partner’s shadow object, rather than staying with the receptor field of their
actual partner. The task is therefore to detect a certain kind of mobile object
that gives rise to non-contingent interactions, a task that can only be achieved
by detecting, and then avoiding, interactions with contingently responsive
mobile objects.

It should be noted that, due to the asymmetry inherent in this setup (i.e.,
agents face in opposite directions, but their shadows are displaced in the same
direction), it is impossible for both participants to be interacting with each
other’s shadow at the same time. Therefore, in order to complete the task it is
now necessary for the participants to avoid engaging in inter-individual
interaction with each other, so that they can find the shadow object. This will
not be easy because (i) engaging in perceptual crossing is still a relatively szable
behavior, at least for as long as both interactors remain convinced that they are
interacting with the other’s shadow, and (ii) crossing with the other’s shadow
remains inherently wunstable, since that other participant receives no
stimulation from this interaction and will therefore keep on looking for the
shadow of its partner. In this manner we have created an experimental setup in
which the “intentions’ of the individuals and the dynamics of the whole inter-
individual interaction process are in direct conflict, and which therefore allows
us to further investigate what happens when individuals try to break out of
interactions.
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Figure 3: lllustration of the behavior of the agents and their attached
shadow objects during a representative trial showing the change in
positions over time (figure taken from Froese 2009, p. 164). They first
encounter their respective static objects (seen as dotted lines), then
continue searching, and finally locate each other and establish perceptual
crossing until the end of the run (16000 time steps).

Froese and Di Paolo found that agents can temporarily succeed at this task, but
only by regularly falling back into stable patterns of perceptual crossing. The
beginning of a representative trial run is depicted in Figure 3. Attime ¢= 0 the
agents begin to move and are briefly distracted by encountering their
respective static objects, until they first cross each other’s receptor field after ¢
= 4000. There then begins an extended period of mutual perceptual crossing
until, after 7= 8000, agent (‘down’) tries to break out of the interaction with
the other agent, and to interact with the other’s non-contingent shadow object.
This is relatively successful until the agents fall back into mutual perceptual
crossing at around 7= 12000 and again at around 7= 15000. The modeling
results of this experimental variation therefore provide us with a simplified
illustrative example of how it can be difficult for individuals to counteract the
stability of mutual entrainment in an inter-individual interaction process, even
if the disengagement from each other is in fact necessary or beneficial for the
completion of their individual tasks.

3.4 DISCUSSION OF RESULTS

In earlier sections we suggested that a central claim of the enactive approach to
inter-individual interaction is that the dynamics of the interaction process as a
whole can play a constitutive role for individual behavior (including sense-
making) and for agency. The modeling results presented in the current section
of the paper show that this central claim can be systematically approached in a
scientific manner without recourse to some social mysterianism. By
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constructing minimalist models with very simple artificial ‘agents’ we have
been able to demonstrate how the inter-individual interaction process, taken as
a whole system, can have important properties that in principle can neither be
separated from the being and doing of the interacting individuals, nor be
reducedto the being and doing of those individuals alone.

It may be argued that these modeling results are based on artificial “agents’
that are so minimalist that they have limited value when it comes to a scientific
understanding of interactions between human subjects. And, of course, we do
not want to claim that these kinds of model agents are actual agents or that the
models include all that is essential for proper agency.'’ On the contrary, it
further strengthens our arguments if we in fact choose to treat these agents
merely as simple dynamical systems, since it shows that we are must be kept in
mind that these models are directly based on actual psychological studies, that
they replicate the main results of those studies, and that they give additional
insight into these results that were not directly evident before (Di Paolo ez al.
2008). They allow us to distill the essential features of an experimental setup
and to explore the space of possible solutions in a mutually informing manner
(Froese and Di Paolo in press). For instance, some initial exploratory
psychological experiments of perceptual crossing conducted by De Jaegher
and Di Paolo at the University of Sussex in 2009 have indicated that human
subjects are indeed capable of overcoming the limitations of switched receptor
fields because of the stabilizing influence of mutual interaction (Di Paolo,
personal communication).

3.5 FUTURE WORK: SITUATING INTERACTION PROCESSES IN A SOCIO-
CULTURAL CONTEXT

We have described and analyzed two types of inter-individual interaction
processes in some detail, namely those in which the goals of the interacting
individuals are complementary, and those that are in conflict, with the
organization of the interaction process itself. But there is another important
type of inter-individual interaction which we have not mentioned yet. It can
happen that the way in which an interaction process unfolds ends up modifying
the goals of the interacting individuals such that there is suddenly a new
purpose to their actions. De Jaegher and Di Paolo (2008) discuss an
illustrative example where an infant holds up a toy object and in response the

19 See Froese and Ziemke 2009 for an extended discussion on this topic.
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mother also grasps it, and then continues to hold the object when the infant
releases its grip. In this situation the infant’s action may have started out as a
simple stretching of the arm or display and, through the interaction with the
mother, the action was in the end invested with a novel social meaning, namely
that of giving something to someone else. The behavioral repertoire of the
infant has thus been transformed in the interaction, and the act of giving can
from now on be initiated intentionally to modulate the flow of social
interactions.

Note that this example also nicely illustrates the important distinction
between participatory sense-making and social cognition (Gallagher 2009) ',
and a possible transition between the two forms of interaction. As Gallagher
points out, while the notion of participatory sense-making denotes the process
of sense-making wizh another (although this other is not necessarily the object
of this sense-making), social cognition is a term used to characterize the
process of cognition about another (although this process does not necessarily
happen with another). In the case of the mother who spontaneously completes
the infant’s act of reaching with an object by receiving the object, such that the
interaction invests the infant’s original act with the new meaning of “giving’, we
have an example of how participatory sense-making (the infant-mother
interaction provides the infant with new meaning) enables an instance of social
cognition (the intentional act of giving involves reference to someone else).

This kind of inter-individual interaction considerably complicates the
picture of the constitutive role of the interaction process, because it is no
longer just a matter of how an individual’s goals are hindered or facilitated by
that interaction process. We are now moving toward a more dynamic view of
social interaction according to which the interaction process itself can modify
the normative structure of the interacting agents while they are interacting.
Moreover, this example illustrates how closely the real-time dynamics of an
inter-individual interaction process and the historical normative order that
defines the socio-cultural background are related. It is on this basis that an
individual’s enculturation into a social network whose interactions are
explicitly and implicitly regulated by an arbitrary (symbolic and traditional) set
of preexisting norms becomes a possibility.

We find this kind of inter-enaction of meaning and purpose in an exemplary

11 N . . e e 1. . . .

Gallagher’s use of the term ‘social cognition’ is in line with the current conventions in the
cognitive sciences. But in this context it may be a misleading term for a number of reasons (see next
section for details).
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form in the case of artistic group activities, such as collective jazz
improvisation. In relatively simple versions of joint improvised playing, two or
more musicians may agree a basic framework (e.g., chord sequence, tempo)
but such a framework is by no means inevitable. One or other player may take
the ‘lead” while others “follow” but roles may be swapped rapidly — or perhaps
there is no clear lead-follower differentiation. What typically results is a set of
unrehearsed and unplanned developments in the musical production which
may take off in risky directions that are completely unanticipated by all
participants, often radically departing from the set melodic and chordal
structure, tempo, and so on. In such explorations there will be a continual and
subtle cross-play between what occurs intentionally and what occurs by
happenstance, between what is the result of individual agency and what
emerges as a group product, and between what is spontaneously co-created in
the moment and what is derived from a longstanding heritage of musical
tradition. The example of jazz improvisation therefore provides a very useful
phenomenon for clarifying how different individual, interactional and socio-
cultural factors can shape individual and group behavior.

We currently do not know of any agent-based models which specifically
investigate the relationship between the autonomous dynamics of the inter-
individual interaction process and the pre-existing normative order that is
determined by socio-cultural context in which the interaction process is
situated, although there are some promising leads. It may be useful for future
Evolutionary Robotics work in this area to take a closer look at some of the
models inspired by duet interactions (e.g., Di Paolo 2000, Ikegami and lizuka
2007) and models of spontaneous goal switching (e.g., lizuka and Di Paolo
2007b). It is possible that an integration of these two approaches could
provide a first step toward a better dynamical understanding of how individual
behavior, an ongoing interaction process, and a pre-existing history of
interactions together can lead to changes of an agent’s goals. At least one thing
is clear already: since the enactive approach to agency is going to draw on
cognitive science, interaction science, and social science in one unified
framework, it is essential to be clear about the term “social’, which perhaps has
different connotations in each of these areas of research.
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4.  INTER-ENACTION AND ‘SOCIALITY’

In the preceding discussion we have sometimes referred to “interaction’ (or
‘inter-enaction’, our preferred term for a certain enactive view of the latter),
and sometimes to ‘social interaction’. We act and cognize with others and
about others in our world in a variety of ways — are all of those ways to be
included in a blanket way within the terms of the account of ‘participatory
sense-making” (PSM) sketched here and in other works cited? In what follows
we will consider a view which is, in many ways, critical of the PSM or inter-
enactive account. This discussion will enable us to clarify what we see as a
correct evaluation of the scope of PSM theory, and also to put right certain
possible mistaken assumptions about the PSM approach.

In a recent paper, Pierre Steiner and John Stewart (2009) claim that the
PSM account put forward by De Jaegher and Di Paolo, and endorsed by others
(including ourselves) is, at worst, radically flawed, and at best, much more
limited in the extent of its application than its proponents are claiming. "> This
is for two interconnected reasons. First, the PSM view fails to take account of
the fundamental role played by social norms, or (as they put it) ‘normative
order’, in setting the context for our inter-individual interactions. These social
norms include communicative, moral, legal, economic, religious, etc. rules,
expectations, forms of life, and so on. As they see it, these normative structures
constitute the very fabric of the social environment in which humans live and
interact on a day-to-day basis.

Second, far from being a field of autonomy, the realm of social normativity
imposes important constraints (they claim) on how the fine-grained
interactions of our day-to-day life unfold: the existence and ubiquity of such
constraints make it appropriate to talk of this field of inter-individual
interactions as one of heteronomy, rather than — as the PSM account suggests —
one of autonomy.

The authors argue that the notion of “sociality” — and related terms such as
‘social cognition’, ‘social interaction’ — can be understood in at least two
importantly different ways. On their own view, which makes strong appeals to a
tradition of social theory stemming from Emile Durkheim, Talcott Parsons and
many others, sociality is largely constituted by this pre-existing, culturally
inherited, normative order that each social agent (human) finds him/herself

"2 Their account is couched in terms of a discussion of “social cognition” but it equally applies to
‘social interaction’, and indeed to the nature of the ‘social’ in general.
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embedded in throughout daily life. The norms in this pre-existing structure

actually constitute the possibility of enacting worlds that would just not exist
without them. Interactions between two or more agents are never properly
social unless they take place in the context of an environment of social
structures or norms which give meaning to the interactions. (Steiner and
Stewart 2009, p. 528)

Let us call Steiner and Stewart’s account the “social normative order” approach
(SNO for short).

On the contrasting view of sociality, which they identify with the PSM
account, sociality emerges from the dynamics of the inter-individual
interactions as they unfold in the here-and-now. The relatively small-scale
interactions that are the major focus of the PSM account are actually
‘heteronomous’ with respect to these large-scale pre-existing structures,
rather than autonomous processes that are constitutive of sociality.

We believe that the SNO account makes some crucially important points,
and does indeed highlight gaps or inadequacies in the original PSM account.
Nevertheless we will argue that it is possible to resolve the apparent disparities
between the PSM and SNO accounts, by making some conceptual
clarifications, and by delineating different terms of reference or scopes of
application for the different accounts. The result will be a fuller picture of
interactive agency and of sociality than is presented in either account as they
stand.

Consider again the situation where two people are walking towards each
other along a confined passageway. The PSM account will refer to this situation
as involving an independent dynamic of interaction, which has its own
autonomy, which in turn constrains the activities of the individual participants
in the situation. Yet clearly, to the extent to which the individual participants in
such a corridor scene are ‘subject to’ this dynamic, they are ‘heteronomous’
with respect to the dynamic itself. So heteronomy could be seen as being
equally a feature of the PSM account as provided by De Jaegher and Di Paolo
(although their account happens not to employ that term). Of course any actual
corridor scene will include a host of other features which are not specified in
the bare description "two people rapidly walking towards each other and
attempting to adjust their position within the narrow space of the passageway’
—where itis more or less treated as a physical interaction. There will be rules of
etiquette, for example, that prescribe ways of dealing with the situation that are
and aren’t “socially acceptable’ (one person shouting at or shoving past, the
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other will be considered rude or even an assault; laying on the ground and
inviting the other to walk over you would be considered impossibly
obsequious; and so on). ” These will be part of a vast array of culturally
prescribed social norms — sometimes explicitly codified, and sometimes
implicitly understood and even unconscious to participants — that govern the
way that people are expected or allowed to behave in public spaces. These do
indeed shape the situation that often unfolds in the way described in the
canonical ‘corridor scene’. And indeed, in relation to these pre-existing
normative structures, the dynamic of the interaction of the two passing figures,
as they alternately move to one side, then to the other, of the passageway, will
indeed, qua interactive dynamics, be describable as heteronomous rather than
autonomous. But at the same time, in relation to the individual participants
themselves, this interactive process does occupy a degree of autonomy, as
described in the PSM account.

For a similar reason, the pre-existing normative orders that are referred to
in the SNO account can perhaps equally be described as ‘autonomous’
(independent; transcendent) with respect to the participants. Steiner and
Stewart choose not to use the word ‘autonomous’ in this connection (2009, p.
530) because they want to stress the idea of heteronomy (when focusing on the
participants). But of course “autonomy” and ‘heteronomy” are (certainly in this
context) point-of-view-relative terms. In the case of both PSM and SNO there
are individual agents and a supra-individual structure. In each case the supra-
individual structure (interaction-dynamic in the PSM account; historically-
given normative order in the SNO account) has “autonomy’ in the broad sense
of being ‘independent’, having its own ‘life’. Also, in both accounts this
structure constrains and enables actions by the individuals. Conversely, in the
case of both accounts, the individual agents are heteronomous with respect to
the over-arching structure, because of the constitutive, enabling role each
structure has on their activity.

Once pointed out, this should seem obvious, but perhaps it needs to be
clarified, so as to forestall any further confusion. Thus Steiner and Stewart are
perhaps wrong in saying that heteronomy plays no role in the PSM account
(because it is there, even though not named as such). Nevertheless they are
correct in saying that the kind of heteronomy imposed on (or better, implied

13 See Colombetti and Torrance 2009, for an elaboration of this point, and for a discussion of the
richly ethicalnature of such apparently simple interactions.
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for) individual agents by the normative order which provides the medium for
their interactions (and makes them ‘fully human agents’) has complex, wide-
ranging and subtle characteristics, which are not recognized (or not stressed
fully enough) in the PSM account, and which are elaborated at length within
Steiner and Stewart’s paper. Conversely, the PSM account in turn involves
subtle features — for example those to do with the dynamics of interaction
which we have sought to stress in the descriptions of experimental
investigations earlier in the paper — which are not taken up in Steiner and
Stewart’s SNO account. Thus each paper contains important elements that
have to be brought together in order to have a properly filled-out picture of
social inter-(en)action.

Another, related, point that needs to be made concerns the ‘sense-making’
aspect of the PSM account. In the above discussion we have mostly
concentrated on the autonomy of the interaction between participants, relative
to those individual agents themselves. But of course, as the term “participatory
sense-making’ is intended to convey, the interaction between two or more
agents (in the face-to-face, real-time situations which were of primary interest
to the authors of the PSM account) typically involves a continual exploratory
unfolding of the situation.

Consider, as an example, the interaction that might typically occur between
two motorists who find themselves in a collision: as they encounter one another
each may have a pre-planned culturally determined ‘script’ which they may
aspire to follow in a way that will (they hope) remain relatively impervious to
the way the other may seek to influence the interaction. Yet what often happens
is that the actual development of the interaction involves a path which is
mutually influenced by the two actors, and which often follows a trajectory that
conforms to the prior expectations of neither of them.

Talking of the “autonomy’ of the interaction process helps to evoke the way
that this trajectory seems to take on a ‘life” of its own, to a greater or lesser
degree independent of the individual participants. But equally, one can talk of
this unfolding as a mutual exploration of the relation-space, where
significances are jointly created (indeed, ‘enacted’) by the participants. For
example there will be a negotiation over the affective tone that this encounter
will take — will the course it follows be on the whole friendly or hostile?
Sometimes such joint meaning-making will be primarily cooperative or
collaborative, sometimes it will have a primarily combatitive or aggressive
character; more often than not it will have elements of both.
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There are many other examples of encounters that facilitate an ongoing
exploration that has an exploratory, creative character on the part of the actors,
where meanings are constantly ‘enacted’, “‘challenged’, ‘reinforced’, and so on
but where this exploratory, enactive process may also be seen as having its own
independent dynamic. The example of jazz improvisation was mentioned
earlier. (Even in this sphere of artistic collaboration there may be both
cooperative and confrontational elements). To get a feel for other kinds of
example think of the kinds of interactions that commonly take place between
people, whether in buses or underground trains or lifts, etc., people playing
sports like football and squash; or again people in various kinds of sexual
encounters, whether they be courtship scenes, blocked or reluctantly-borne
come-ons, full-blooded passion, or any of the other myriad variants of sexual
interaction.

How, then, should we relate these two accounts or these two levels of
description? How does the exploratory, enactive, and immediate character of
the meaning-making dynamic in real-time interactions, as characterized within
the PSM story, cohere with the vast edifice of inherited, culturally-accreted
norms which is the dominant motifof the SNO account? There may seem to be
a conflict: surely, it might be said, both cannot be true. Yet that is just what, on
a more reflective examination, can be agreed to be indeed the case. We
construct the shared meanings in our ongoing, real-time interactions, within
the context of a vast array of social ‘givens’, which have a solidity for individual
participants — a social solidity, one might say. These social ‘givens’ (both
informal and codified) will both facilitate and constrain the individual
interactive encounters that occur at the face-to-face level. Thus, for the
disputants in the automobile collision these norms include legal regulations,
financial constraints, bounds of moral acceptability in word and action,
instructions or recommendations in documents on how to conduct oneself at
an accident scene, as well, of course, as the physical and technological
conditions of the situation itself and the perceptions and memories of the
sequence of relevant events."” But while these social givens set prescriptive

' Of course there are many other features of social encounters besides the interactional dynamics
highlighted by PSM and the historic normative structures highlighted by SNO. It should be obvious
that physical, biological, psychological conditions of different sorts play important roles, of both a
primary or supportive kind. The roles of different kinds of artefacts, including texts and other
symbolic media, and technological devices of many kinds, should also be stressed (e.g., Clark 2003).
PSM and SNO mark out important necessary features of social action: they are in no way to be
considered as jointly sufficient.
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and/or permissive conditions for the interactions that occur on a given
occasion, the interactions themselves will involve creative reinterpretation and
modification of the very norms which are the framework within which the
interaction takes place. As often as not these reinterpretations are trivial.
Sometimes they can be of major cultural or political significance — as, for
example, was the occasion on December 1% 1955 in Montgomery Alabama
when Mrs. Rosa Parks, a black passenger on a bus, refused to move from a her
seat to enable a white person entering the bus to sit in a whites-only row, in
accordance with racial segregation practices in operation at the time.

Moreover, it is worth asking how these apparently impersonal social norms
that are emphasized by Steiner and Stewart actually maintain their continued
existence. They don’t just exist in a special normative realm independently of
the actual lives of people: they are embedded in the ways people conduct those
lives — their continued existence requires that they be continually (inter-)
enacted, in either word or deed. As pointed out above, more often than not
norms are written down in various forms (or are repeated in various kinds of
confirmatory speech-act). But this is true only of some kinds of norms, and
even those will actively maintain their force in the social order only as a result
of compliant patterns of action and interaction, and through acts of positive
and negative sanction. Thus what made the whites-only norm a norm that was
in force in buses in the Alabama of 1955 was the fact that it was regularly
adhered to in action by both white and black travelers, and that non-
compliance was met with fines or other punishments. So, while Steiner and
Stewart are right that interactions of the face-to-face sort take on the character
that they do because of constitutive role played by the background of historic
social norms, those historic norms themselves are perpetuated through
continuing compliant interactions by the members of the population for whom
those norms have force."”

What these considerations strongly suggest is that the PSM account and the

"% Indeed it is important to see that the term ‘participatory sense-making’ should be interpreted to
cover, not just the kind of case where new interpretative directions are taken for a given rule or set of
rules, but also the kind of case where an existing way of doing things is reaffirmed by faithful
repetition. Thus taking a moment to say Grace before starting a family meal will be as much a case of
participatory sense-making, as breaking with tradition by missing out on Grace. In the latter case the
participants are creating a new ‘sense’ to their joint meal-taking activity; in the former case the
participants are re-affirming their recognition of an old “sense’ — that of their traditional way of starting
a meal-time. In each case the participants are enacting a continuation into the future of what they
perceive as the way the past demands or permits them to act in the here and now.
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SNO accounts are both necessary to a full understanding of inter-individual
relationships and larger scale social relationships as well, of course, of
individual agency. Not merely are they both necessary, but they are
complementary processes, in that each process is partially constitutive of the
other process. As Steiner and Stewart have emphasized in their account, the
interactions that take place in real time, at a face-to-face level are constitutively
governed by countess historically accreted social norms that exist as an
impersonal background to the real-time interactions. However, as we have
argued, the PSM account of face-to-face interactions'® gives an account of the
social reality of those social norms, by explaining that the existence of the
historic force of those social norms is itself constituted by countless
interactions, sayings and collaborations in the past; and that their continued
existence is constituted by further interactions, sayings and collaborations into
the future.

5.  CONCLUSIONS

In this paper we have discussed three kinds of view: individualism; PSM; SNO.
These three views suggest three different levels of analysis: one focusing on
individual ‘in-the-head” cognitive processes; one on the dynamics of inter-
individual interactions; and on the historical structures of large- (and small-)
scale social norms. Individualism interprets the inter-individual and the social
in terms of individual acts and internal processes, more often than not couched
in terms of some variant of the cognitivist (sense-model-plan-act) story, whose
odd solipsist character only becomes evident when critics of the story, such as
enactivists and others, bring it to attention. The enactive approach to agency,
with its emphasis on the relational nature of life and mind, provides a different
kind of departure point for a consideration of the role of sociality.

We have considered two variants here. PSM concentrates on the inter-
individual level, the level at which people participate with each other in a
shared moving present, and a shared presence, in which the dynamic of the
interaction can be seen as having its own relative autonomy, both arising out of
the agents” moves and as continually restructuring them. We have shown how

The term “face-to-face’ should be used with some caution. Some interactions, for example via
Facebook or Twitter, are hardly face-to-face in any literal sense. Nor are they necessary small-scale or
intimate: a given announcement on a social networking site may have an audience of millions!
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theoretical claims about the dynamics of these interactions can be grounded in
experimental models based on minimalist scenarios using artificial agents.
SNO sees action primarily in terms of the historic social norms which have
created the background of expectations and rules that act as the fundamental
enabling and constraining factors of the unfolding shared present. PSM and
SNO can be seen as offering two contrasting responses to classical
individualism, each of which stresses a crucial aspect of the supra-individual
nature of human action.

However these two views are not in competition. Clearly they offer
necessary complements to each other. PSM needs SNO to explain the sense in
which present-tense interactions are truly social, rather than just ‘inter-
agential’. But SNO needs PSM to explain how the vast edifice of historical
normativity left by dead people and dead time, retains its liveness in the present
and into the future by countless collaborative acts of reinterpretation, revision
and reaffirmation. A considered version of inter-enactivism has to stress both
these levels as offering important constitutive conditions for human action.

Thus it is important, as social normative order theory insists, to see every
action as taking place within a historical context — which includes the high-
level accreted norms at various scales of globality and locality — broadly
universal rules to do with economy, morality, prevailing technical conditions,
etc., as well as community-specific and family-specific normative
environments; but, it must be stressed, much else besides social norms: the
physical and biological conditions, the phylogenetic and ontogenetic
inheritances, and so on. However, at the moment of action or interaction itself
there is also the dynamic of how the actors in a situation both are shaped by
these normative conditions and reshape them in their interaction, and how the
actions of each individual agent in the situation both shape and are shaped by
the actions of the others present in that situation. This is the domain of
participatory sense-making, but for a more complete enactivist picture we need
to combine this domain of inter-individual dynamic presence with the past
social conditions which have brought those individuals to this presence.
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ABSTRACT

The interaction theory of social cognition contends that intersubjective
interaction is characterized by both immersion and irreducibility. This
motivates a question about autonomy and self-agency: If I am always caught up
in processes of interaction, and interaction always goes beyond me and my
ultimate control, is there any room for self-agency? I outline an answer to this
question that points to the importance of communicative and narrative
practices.

In regard to social cognition, there has been growing opposition to the
standard theory-of-mind (ToM) views, usually referred to as theory theory (TT)
and simulation theory (ST). I have defended an alternative approach:
“interaction theory” (IT). IT is based on evidence from both phenomenology
and developmental psychology, and it offers an alternative to the simulation
interpretation of the neuroscience of mirror neurons. An important part of IT
is its emphasis on ‘strong interaction’ (Gallagher in press; also see De Jaeger ez
al. 2010) - a concept of interaction that is a seemingly pervasive feature of
intersubjectivity. In this paper I take a closer look at this concept and raise
questions about what appears to be a threat to the notion of self-agency. The
question is: If we are so interactively interdependent on others in our everyday
practical and communicative behaviors, is there any room for autonomy?

INTERACTION THEORY (IT) AS AN ALTERNATIVE TO TT AND ST

In psychology, philosophy of mind, and more recently, in the neurosciences,
studies of how one person understands and interrelates with another person
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have been dominated by two main approaches: theory theory and simulation
theory. The major tenets of TT are based on scientific experiments that show
that children develop an understanding of other minds around the age of four.
One version of TT claims that this understanding is based on an innately
specified, domain specific mechanism designed for ‘reading’ other minds (e.g.,
Baron-Cohen 1995, Leslie 1991). An alternative version claims that the child
attains this ability through a course of development in which the child tests and
learns from the social environment (e.g., Gopnik and Melwzoff 1997).
Common to both versions is the idea that children attain their understanding of
other minds through the use of folk or commonsense psychology which they
use to make theoretical inferences about certain entities to which they have no
access, namely, the mental states of other people. When we make such
inferences and attribute specific mental states to others, we are said to be
mentalizingor mindreading:

ST, in contrast, argues that rather than theorizing or making inferences
about the other person’s mind, we use our own mental experience as an
internal model for the other mind (e.g., Gordon 1986, 1995; Heal 1986,
1998a, 1998b). To understand the other person, I simulate the thoughts or
feelings that I would experience if' I were in the situation of the other,
exploiting my own motivational and emotional resources. I imagine what must
be going on in the other person’s mind; or I create in my own mind pretend
beliefs, desires or strategies that I use to understand the other’s behavior. My
source for these simulations is not a theory that I have. Rather, I have a real
model of the mind at my immediate disposal, that is, I have my own mind, and |
can use it to generate and run simulations. I simply run through the sequence
or pattern of behavior or the decision-making process that I would engage in if
I were faced with the situation in question. | do it ‘off line’, however. That is,
my imaginary rehearsal does not lead to actualizing the behavior on my part.
Finally, I attribute this pattern to the other person who is actually in that
situation.

Despite extensive debates between proponents of TT and ST, respectively,
TT and ST share three basic suppositions. The three suppositions are these.

(I) The problem of social cognition is due to the lack of access that we
have to the other person’s mental states. Since we cannot directly
perceive the other’s thoughts, feelings, or intentions, we need some
extra-perceptual cognitive process (mindreading or mentalizing) that
will allow us to infer or simulate what they are.
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(2)  Our normal everyday stance toward the other person is a third-person,
observational stance. Based on what we observe we use mindreading
to explain or predicttheir behaviors.

(3) These mentalizing processes constitute our primary and pervasive way
of understanding others.

There are also a number of unsolved problems associated with these ToM
approaches. I won’t go into detail here, but I'll give a brief indication of some
of these problems." First, some (but not all) theorists claim the process of
theoretical inference or simulation is conscious or introspective (e.g.,
Goldman 1995; Goldman 2006, p. 147); but there is no phenomenological
evidence that this is so, and there should be if the process is both consciously
explicit and pervasive. That is, we should be able to catch ourselves in the act,
but we don’t. The second problem is what I refer to as the starting problem, a
version of the frame problem. For TT, the question is how do I know what
piece of folk psychology (what rule, or what platitude) actually applies to the
case at hand. For ST, one can see the problem clearly in the following
description of a simulation routine provided by Nichols and Stich:

The basic idea of what we call the ‘off-line simulation theory’ is that in
predicting and explaining people’s behavior we take our own decision making
system ‘off-line’, supply it with ‘pretend’ inputs that have the same content as

the beliefs and desires of the person whose behavior we’re concerned with, and
let it make a decision on what to do. (Nichols and Stich 2003, pp. 39-40)

Simulation as a form of mindreading is supposed to provide insight into the
beliefs and desires of the other person, but it seems that we need to know the
content of those mental states in order to do the simulation. Neither TT nor ST
provide a good answer to the starting problem.

A third problem concerns diversity and applies specifically to ST. Keysers
and Gazzola describe simulation in the following way:

In [simulation] cases, observing what other people do or feel is therefore
transformed into an inner representation of what we would do or feel in a
similar situation — as if we would be in the skin of the person we observe.
(Keysers and Gazzola 2006, p. 390)

But how does knowing what we would do help us know what someone else

! See Gallagher 2005 and 2007 for more detail.
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would do? Indeed, many times we are in a situation where we see what
someone is doing, and know that we would do it differently, or perhaps, not do
it at all. A fourth problem concerns development. The kind of inferential or
simulation processes found in explicit versions of TT and ST are too
cognitively complex to account for the infant’s ability to understand the
intentions of others. Yet, as we’ll see below, there is a large amount of evidence
to support the idea that young infants are able to grasp the intentions of others.

The developmental problem is addressed by a recent version of ST that
relies on an interpretation of mirror neuron (MN) activation as a form of
simulation. In this case, simulation is said to be fast and automatic. If MNs are
active in young infants, then the developmental problem does not apply to this
version of ST. Since activation of MNs are non-conscious, the issue of
phenomenological evidence is irrelevant, and there is no starting problem. So-
called neuronal ST, then solves all of the above problems except perhaps the
diversity problem. But there are other problems involved in neural ST. One
concerns the fact that simulation is originally defined as involving pretense. As
Nichols and Stich make clear in the above quote, simulation involves the use of
pretend beliefs and desires. We pretend to be in the other person’s shoes in
order to run the routine. But the notion of pretense does not apply in the case
of MNs. Indeed, most theorists claim that MNs are neutral with respect to who
the agent is, and agent-neutrality is not consistent with the notion of pretense.
MNs can’t account for me pretending to be you if in fact there is no distinction
between me and you at that level. As a result, there have been attempts to shift
the definition of simulation to involve a simple matching (e.g., Goldman 2006,
Rizzolatti er al. 2001). My motor system is said to go into a state matching
yours when [ see you perform an action. But the neurological details do not
bear this out?, and it seems counter-intuitive if we think of how we interact with
others. In the majority of cases we are not imitating or mimicking others;
rather, our motor systems are busy supporting responses or complementary
actions.

This is not an exhaustive list of problems with TT and ST, but it should be
sufficient to see why we might want to find a better account of social cognition.
Interaction theory is proposed as that better account. IT challenges the three
suppositions associated with ToM approaches. In their place IT argues for the
following propositions.

2 See, e.g., Catmur ez /. 2007, Dinstein er al. 2008.
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(1) Other minds are not hidden away and inaccessible. The other person’s
intentions, emotions, and dispositions are expressed in their
embodied behavior. In most cases of everyday interaction no inference
or projection to mental states beyond those expressions and behaviors
is necessary.

(2) Our normal everyday stance toward the other person is not third-
person, detached observation; it is second-person interaction. We are
not primarily spectators or observers of other people’s actions; for the
most part we are interacting with them in some communicative action,
on some project, in some pre-defined relation; or we are treating them
as potential interactors.

(3) Our primary and pervasive way of understanding others does not
involve mentalizing or mindreading; in fact, these are rare and
specialized abilities that we develop only on the basis of a more
embodied engagement with others.

IT emphasizes the role of communicative and narrative practices, and it appeals
to evidence from developmental studies, starting with primary and secondary
intersubjectivity (Trevarthen 1979; Trevarthen and Hubley 1978).

e  Primary intersubjectivity (starting from birth) — Sensory-motor
abilities — enactive perceptual capacities in processes of interaction

e  Secondary intersubjectivity (starting around 1 year of age) — joint
attention, shared contexts, pragmatic engagements, acting with others

e  Communicative and narrative competencies (starting from 2-4 years)
— communicative and narrative practices that represent intersubjective
interactions, motives, and reasons and provide a more nuanced and
sophisticated social understanding.

In this paper I will begin with a focus on primary and secondary
intersubjectivity, but I'll return the issue of narrative competence. I take this
strategy because I first want to focus on the nature of interaction itself, and
most of the essential aspects can be grasped in primary and secondary
intersubjectivity. When it comes to the question of self-agency, however,
narrative will be shown to play an important role.
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THE DEVELOPMENT OF INTERACTION

Primary intersubjectivity consists of the innate or early-developing sensory-
motor capacities that bring us into relation with others and allow us to interact
with them. These capacities are manifested at the level of perceptual
experience — we see or more generally perceive in the other person’s bodily
movements, gestures, facial expressions, eye direction, etc. what they intend
and what they feel, and we respond with our own bodily movements, gestures,
facial expressions, gaze, etc. From birth the infant is pulled into these
interactive processes. This can be seen in the very early behavior of the
newborn. Infants from birth are capable of perceiving and imitating facial
gestures presented by another (Meltzoff and Moore 1977, 1994). Importantly,
this kind of imitation is not an automatic or mechanical procedure; Csibra and
Gergely (2009) have shown, for example, that the infant is more likely to
imitate only if the other person is attending to it.

Primary intersubjectivity can be specified in more detail as the infant
develops. At 2 months, for example, infants are able to follow the gaze of the
other person, to see that the other person is looking in a certain direction, and
to sense what the other person sees (which is sometimes the infant herself), in a
way that throws the intention of the other person into relief (Baron-Cohen
1995; Maurer and Barrera 1981). In addition, second-person interaction is
evidenced by the timing and emotional response of infants’ behavior. Infants
«vocalize and gesture in a way that seems [affectively and temporally] “tuned’ to
the vocalizations and gestures of the other person» (Gopnik and Meltzoff
1997, p. 131). At 5-7 months, infants are able to detect correspondences
between visual and auditory information that specify the expression of
emotions (Walker 1982; Hobson 1993, 2002). At 6 months infants start to
perceive grasping as goal directed, and at 10-11 months infants are able to
parse some kinds of continuous action according to intentional boundaries
(Baldwin and Baird 2001; Baird and Baldwin 2001; Woodward and
Sommerville 2000). They start to perceive various movements of the head, the
mouth, the hands, and more general body movements as meaningful, goal-
directed movements (Senju ez al. 2006).

Developmental studies show the very early appearance of, and the
importance of, interactive attunement in the form of timing and coordination in
the intersubjective context. In still face experiments, for example, infants are
engaged in a normal face-to-face interaction with an adult for 1 to 2 minutes,
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followed by the adult assuming a neutral facial expression. This is followed by
another normal face-to-face interaction. Infants between 3 and 6 months
become visibly discouraged and upset during the still face period (Tronick
2007, Tronick ez al. 1978). The importance of interactive touch has also been
demonstrated in the still-person effect (Muir 2002).

Murray and Trevarthen (1985) have also shown the importance of the
mother’s live interaction with 2-month old infants in their double TV monitor
experiment where mother and infant interact by means of a live television link.
The infants engage in lively interaction in this situation. When presented with
a recorded replay of their mother’s previous actions, however, they quickly
disengage and become distracted and upset. These results have been
replicated, eliminating alternative explanations such as infants’ fatigue or
memory problems (Nadel ez al. 1999, Stormark and Braarud 2004).

Primary intersubjectivity is not something that disappears after the first year
of life. It is not a stage that we leave behind, and it is not, as Greg Currie
suggests, a set of precursor states «that underpin early intersubjective
understanding, and make way for the development of later theorizing or
simulation» (Currie 2008, p. 212, my cmplzasjls).g Rather, citing both
behavioral and phenomenological evidence, IT argues that we don’t leave
primary intersubjectivity behind; the processes involved here don’t “make
way” for the purportedly more sophisticated mindreading processes — these
embodied interactive processes continue to characterize our everyday
encounters even as adults. That is, we continue to understand others in strong
interactional terms, facilitated by our recognition of facial expressions,
gestures, postures, and actions as meaningful.

Scientific experiments bear this out. Point-light experiments (actors in the
dark wearing point lights on their joints, presenting abstract outlines of
emotional and action postures), for example, show that not only children
(although not autistic children) but also adults perceive emotion even in
movement that offers minimal information (Hobson and Lee 1999, Dittrich er
al. 1996). Close analysis of facial expression, gesture and action in everyday
contexts shows that as adults we continue to rely on embodied interactive
abilities to understand the intentions and actions of others and to accomplish
interactive tasks (Lindblom 2007, Lindblom and Ziemke 2007).

3 Gf. Baron-Cohen 1991 and 1995.
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By the end of the first year of life, infants have a non-mentalizing,
perceptually-based, embodied and pragmatic understanding of the intentions
and dispositions of other persons. With the advent of joint attention (at around
9 months) and secondary intersubjectivity (at around 1 year) infants start to use
context and enter into situations of participatory sense-making (De Jaegher
and Di Paolo 2007). That is, infants begin to co-constitute the meaning of the
world in their interactions with others. We start to understand the world
through our interactions with others, and we gain a more nuanced
understanding of others by situating their actions in contexts that are defined
by both pragmatic tasks and cultural practices.

Meaning and emotional significance is co-constituted in the interaction —
not in the private confines of one or the other’s head. The analyses of social
interactions in shared activities, in working together, in communicative
practices, and so on, show that agents unconsciously coordinate their
movements, gestures, and speech acts (Issartel er al 2007, Kendon 1990,
Lindblom 2007). In the contextualized practices of secondary intersubjectivity
timing and emotional attunement continue to be important as we coordinate
our perception-action sequences; our movements are coupled with changes in
velocity, direction and intonation of the movements and utterances of the
speaker.

The kind of embodied and contextualized interaction that we find in
primary and secondary intersubjectivity is what I am calling ‘strong
interaction’. In strong interaction, our movements are often synchronized in
resonance with others, following either in-phase or phase-delayed behaviour,
and in rthythmic co-variation of gestures, facial or vocal expressions (Fuchs and
De Jaegher 2009). This kind of intersubjective interaction involves
coordination but does not imply perfect synchronization. Non-autistic infants
from 3-months of age prefer slight modulations (time-delays) and imperfect
contingency in responses (Gergely 2001). As De Jaegher (2008) suggests,
continuous movements between synchronised, desynchronised and the states
in-between, drive the process. Attunement, loss of attunement, and re-
established attunement maintain both differentiation and connection.
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A CLOSER LOOK AT INTERACTION

I want to focus on two aspects of strong interaction: immersion and
irreducibility. The first involves the idea that interaction is not something that
we decide to enter into. Rather, it s, as the existentialists might say, something
that we are throwninto, before anything like a decision is even possible. This is
closely tied to the fact that interaction is primarily, that is, from the very
beginning, embodied — a fact (or the facticity) of our physical nature, and
specifically, of the kind of body that we have and the contingencies of our
earliest existence. There is, in effect, no scientific mystery to this
phenomenon, even if in everyday experience it seems a mystery in terms of why
for the most part we cannot help but engage in it. The second aspect involves
the idea that strong interaction is irreducible to the individuals involved.

I start with a question related to the first aspect, namely the question of the
origin of interaction. Merleau-Ponty points to the bodily nature of interaction
with his concept of intercorporeity (Merleau-Ponty 1962, p. 352). What I
want to suggest is that intersubjective interaction ultimately derives from a
more primary intercorporeal interaction.

We know the principle from neuroscience, movement influences
morphology (Edelman 1992, Sheets-Johnstone 1998): brain development
results from the system as a whole adapting to new levels of organization at
more peripheral levels, rather than the neurological developments unfolding to
‘allow” increasing proprioceptive capacities (Van der Meer and Van der Weel
1995). Consider the variety of developmental processes that follow this
principle. For example, there is good evidence that both (1) a primitive
proprioceptive registration of one’s bodily movement, and (2) a differentiation
between self and non-self develop prenatally (see Gallagher 1996). For
example, proprioceptors in the muscles (muscle spindles) first appear at 9
weeks gestational age (Humphrey 1964); parts of the vestibular system
develop as early as the fourth month of gestation (Jouen and Gapenne 1995);
and cortical connections necessary for body-schematic proprioceptive
processes are in place by 26 weeks gestational age. In addition, the
differentiation between self and non-self in the later-term fetus is evidenced
across a number of studies of fetal behavioral reaction to various stimuli. In
response to auditory stimuli, as early as 24 weeks gestational age, fetal heart
rate changes; and after 25 weeks, the fetus responds by blinking its eyes or
moving its limbs. Cortical response to such stimuli has been demonstrated in
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premature infants between 24-29 weeks gestational age (Fifer and Moon
1988). Differential responsiveness in the late-term fetus, signals a preference
for some sounds (such as the mother’s voice) rather than others (DeCasper and
Spence 1986). Bright light directed on the lower abdomen of the mother in the
third trimester can elicit fetal eye blinks (Emory and Toomey 1988), and fetal
facial movements prompted by music or voice may be indicative of a similar
differential awareness (Birnholz 1988). And we know that what Aristotle called
the most basic sense, the tactile sense, develops early in the fetus, with cortical
pathways intact by 20-24 weeks gestational age, with a differential registration
between self-touching and being touched even earlier (Glass 2005).

Even before the development of full-fledged proprioceptive and tactile
senses, however, the fetus is already moving. At twelve weeks gestational age,
there is evidence of spontaneous and repetitious movements — e.g., movement
of the hand to the mouth occurs multiple times an hour from this time (De
Vries eral. 1982; Tajani and lanniruberto 1990). At ten weeks gestational age
fetuses display structured bodily movements which they develop through
habituation (Krasnegor er al. 1998); for example, regular mouth opening and
closing, swallowing, and movement in response to stimuli such as the mother’s
laugh or cough.

The first movements to occur are sideward bendings of the head. [...] At 9-10
weeks [gestational] age complex and generalized movements occur. These are
the so-called general movements [...] and the startles. Both include the whole
body, but the general movements are slower and have a complex sequence of
involved body parts, while the startle is a quick, phasic movement of all limbs
and trunk and neck. (Prechtd 2001)

Two kinds of movement are involved here: early fetal movement, which is
spontaneous and repetitive and starts out as a reflex that unfolds genetically
(De Vries et al. 1982); and early fetal movement that appears regulated and
practiced — i.e., non-reflex (Krasnegor ez al 1998) — and that starts out as a
response to stimuli. Setting aside the question of which of these come first, we
can say that at some point in early fetal motility responsive movement comes
along." The question is: To what is this movement a response? What is the

* I note here a recent study by Zoia ez al. (2007) on intentional or directed movement in the fetus.
Zoia et al. examined kinematic patterns of foetal movements showing that at 22 weeks hand to mouth
and hand to head movement involved straighter and more accurately aimed trajectories with
acceleration and deceleration phases consistent with target size and sensitivity. Thus, «by 22 weeks of
gestation the movements seem to show the recognizable form of intentional actions, with kinematic
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origination of this movement that helps to set the train of development in
motion? The answer is that this kind of movement is a reaction to the mother’s
bodily movement — a kind of intercorporeal interaction.

It is likely that these earliest regulated movements, which are prior to
proprioceptive capacity, are a response within and to, the maternal body in Aer
regulated and habituated, body schematic movement. [...] Add to physical
movement the regular maternal heart beat, digestion, and breathing and we can
see that the intrauterine world is not only a moving but quite rhythmic or
regulated animate world. (Lymer 2010, p. 230)

This is not yet intersubjective interaction (the mother may not even know she’s
pregnant this early; and there is no claim that the fetus is an experiencing
subject), but it is an intercorporeal interaction — a non-conscious motor
coupling between mother and fetus driven toward and then driven by
proprioception and touch. The point I want to make here is that whatever the
moment of the awakening of consciousness — whether that is prenatal (at
around 26 weeks gestational age) or later than that — and wherever we might
locate the earliest aspect of self-awareness, this kind of intercorporeal
interaction predates that, so that we find ourselves already immersed in
interactive processes that prefigure the intersubjective ones found in primary
intersubjectivity.

To this immersion I want to add that the primary and secondary
intersubjective interactions that we find in infancy are more than capacities or
mechanisms that belong to the individuals involved in interaction. They are not
based simply on “first-order mechanisms” (Buckner ez al. 2009) that we find in
each individual, because they are not reducible to the sum of individual
capacities (De Jaegher and Di Paolo 2007, De Jaegher ez al. 2010). In the case
of intersubjective interaction, 1 + 1 > 2. This is what De Jaegher and Di Paolo
(2007) mean by saying that interaction has some degree of autonomy. The
interaction in intersubjective contexts goes beyond each participant; it results
in something (the creation of meaning) that goes beyond what each individual
qua individual can bring to the process — just as when two people dance the
tango, something dynamic is created that neither one could create on their

patterns that depend on the goal of the action, suggesting a surprisingly advanced level of motor
planning» (Zoia ez al. 2007, p, 217). Also see Becher 2004 : «Purposive movement depends on brain
maturation. This begins at about 18 weeks’ gestation and progressively replaces reflex movements,
which disappear by about 8 months after birth [....]»
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own. Moreover, as we have just seen in regard to the origins of interaction, we
are in the tango before we even know it.

So, not just in its origins, but as an ongoing process, interaction has a
certain kind of irreducibility; it goes beyond the individual participants. In
cases were one person is totally in control of the other person (if total control is
ever possible), there is no interaction in this specific sense. The characteristics
of immersion and irreducibility motivate the question about individual
autonomy — self-agency. Merleau-Ponty talks about the infant getting caught
up in the “whirlwind of language” — but prior to that the infant is caught up in
the whirlwind of interaction — and even as adults we remain in that whirlwind.
And within that whirlwind, does the irreducibility of interaction leave any room
for self-agency or individual autonomy? If I, always already, even before birth,
am caught up in a whirlwind of interaction, and that interaction always goes
beyond me and my ultimate control, is there really any room for self-agency?

SELF-AGENCY AND THE NARRATIVE SELF

There are current lively debates about self-agency and related concepts of
freedom, free will, intention formation, and the sense of agency, with a variety
of positions being staked out. From materialist and reductionist perspectives
numerous theorists argue that self-agency is an illusion. They point to
neuroscientific data (e.g., the Libet experiments that seem to show that the
brain knows what we are going to do before we, as conscious individuals, do)
or to the results of psychological experiments (e.g., Wegner 2002, Pockett
2006); or they suggest that if we do have free will, we need a subpersonal
explanation of it that shows how it is generated in the individual brain (Spence
1996). Those who defend free will also often appeal to processes that are 7n the
head  (intention  formation, reflective  decision-making, or the
phenomenological sense of agency, e.g., Pacherie 2008, Stephens and
Graham 2000), or to mental causation, (Searle 1983, Lowe 1999). These
approaches — whether they dismiss or defend the notion of free will — follow a
traditional view that conceives of self-agency (or the lack of it) as a matter of
individual subjectivity. Free will is either in the individual system or it is not.
Even those theories that take social phenomena into account often use the
individual as a measure of whether free will exists. For example, social
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determinists argue that individual free will doesn’t exist precisely because the
individual is fully determined by our social interactions, cultural forces, etc.

In general, then, discussions of freedom/free will/self-agency focus on the
individual - the question is framed that way, for example, if we ask about
individual autonomy. I want to suggest, however, that in response to the
question about self-agency, motivated by the account of strong interaction, we
can conceive of self-agency in different terms by conceiving of the agent as
something other than an individual who either has or does not have free will. If
we view the agent as someone who emerges from intercorporeal interactions,
and develops in social interactions with others, then we have a good model for
speaking about self-agency in a system that is not reducible to a simple
individual. On this model, self-agency — and a proper sense of freedom (which
comes along with a proper sense of responsibility) — can be found only in the
context of social interaction, where our intentions are formed in or out of our
interactions with others.

Clearly, we learn to act from watching and interacting with others as they
act in the world. We learn our own action-possibilities from others. Through
our interactions with others we generate shared intentions and form our own
intentions out of the same fabric. In this context, how can we explain self-
agency?

It is at this point that I want to point out the importance of that aspect of
interaction theory that involves communicative and narrative competencies
(Gallagher and Hutto 2008). Beyond the processes of primary and secondary
intersubjectivity, communicative and narrative practices allow for a certain
volitional space to open up — the possibility of taking a critical perspective on
ourselves. Narrative allows us to reflectively locate our interactions in what
Bruner calls the ‘landscape of action” and ‘the landscape of consciousness’
(Bruner 1986). That is, through narrative, we can reflect on our actions and
interactions, and on what our motives for such actions might be.

In this process, and specifically in autobiographical (or self-) narrative,
narrative distance, a concept that goes back to Aristotle’s Poetics, is
established between the self who narrates and the self who is narrated. This
distance allows for the possibility of what Harry Frankfurt (1971) calls second-
order volitions — that is, volitions in which we consider or evaluate our own
first-order action volitions. On Frankfurt’s view, this capacity for second-order
volitions, or what Charles Taylor (1989) calls the possibility for a swrong
evaluation of our own desires, is essential for moral personhood. From an
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interactionist perspective, this is possible only as a result of social interaction
processes, in social settings where we act and interact, and where we exercise
our communicative and narrative practices.

What we call autonomy, then, is not constituted in just an internal intra-
individual negotiation made by an agent with respect to herself, but is
inextricably interwoven into and out of our relationships with others. In this
regard, self-agency becomes a matter of degree rather than an all or nothing
issue. Some people arrange their lives with others, or find themselves in such
arrangements, so that they have a high degree of freedom — a greater range of
possibilities than others who find themselves in social relationships, or
cultures, or institutions where they are prevented from acting freely.

There is nothing new in this thought: our social interactions and
arrangements are such that they either promote freedom or prevent it
Whatever self-agency is, it’s weaved out of this fabric of interaction; not a
characteristic of the individual; but a characteristic of a set of relationships. In
some of my interactions I am freer than in others. Some arrangements support
self-agency, and some do not. I could say, without contradiction, that [ am free
and I am not free — but only in the sense that my self-agency is constituted in
my different relations differently.

IC’s also the case that certain interactions can make one participant free and
the other a slave. So the question that derives directly from conceiving of
intersubjective interaction as a primary force in shaping our cognitive,
emotional, and social life is not the metzaphysical question: Do I as an individual
have free will? It is rather the political question: who is free (or more free) and
who is not, and why? The political question is a pragmatic and critical one,
because we can ask why, and motivate change.

CONCLUSION

With regard to discussions of social cognition, shifting away from theory-of-
mind approaches, such as theory theory and simulation theory, and taking up
the interaction theory and the emphasis on intersubjective interaction also
involves shifting away from conceptions of self-agency that are reducible to
neural or mental or strictly individual processes framed in terms of mental
causation. I've suggested that self-agency is a matter of degree and that it can
be won or lost in the varying contexts of interaction — contexts from which I can
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distance myself through a narrative process that allows for strong evaluation.
Accordingly, self-agency and related phenomena such as free will and intention
formation — these are not things that pertain strictly to an individual; rather,
they are constituted in interaction and in communicative and narrative
practices.
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ABSTRACT

The paper will focus on three interrelated matters. First is the phenomenology
of agency, the “what it is like” of experiencing oneself as an agent — and more
specifically, the experiential aspect of freedom that is an integral part of the
phenomenology of agency. Second is the extent to which introspection is, or is
not, a reliable way to answer questions about the phenomenology of agency
and freedom. Third is the import of these first two matters for philosophical
debates about agency and free will.

Briefly, my overall position goes as follows. The phenomenology of free
agency has features that are well and aptly described by language of the kind
that is traditionally employed by advocates of metaphysical libertarianism
concerning the free will issue — language like “self as ultimate source,” and
“agent as cause”. This is something that is reliably detectable by introspection.
However, introspection by itself cannot reliably ascertain whether or not the
satisfaction conditions for free-agency phenomenology require, for example,
the falsity of state-causal determinism or the presence of the metaphysically
heavyweight attribute that metaphysical libertarians call “agent-causal
freedom”.

Moreover, the best overall theoretical position about the nature of free
agency — the one that emerges by abductive “inference to the best
explanation” of all pertinent, evidentially relevant, factors — is compatibilist.
Among the considerations that underwrite this abductive conclusion is the fact
that a suitable version of compatibilism can provide a full accommodation of
the phenomenology of free agency; i.e., the right kind of compatibilism entails

* My thanks to Michael McKenna and Mark Timmons for helpful comments and discussion.
** University of Arizona
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that normal humans do indeed exercise free agency, and also entails that their
agentive experience does not misrepresent the nature of free agency itself.

1. SOME RELIABLY INTROSPECTIBLE ASPECTS OF AGENTIVE
PHENOMENOLOGY?

I begin by describing some features of agentive phenomenology which, I
submit, are readily ascertainable just on the basis of introspective attention to
such phenomenology.

What is behaving like phenomenologically, in cases where you experience
your own behavior as action? Suppose that you deliberately do something —
say, holding up your right hand and closing your fingers into a fist. What can
you ascertain about the phenomenology of this item of behavior, on the basis of
introspective attention to this phenomenology? To begin with, there are of
course the purely bodily-motion aspects of the phenomenology — the what-it’s-
like of being visually and kinesthetically presented with your own right hand
rising and its fingers moving into clenched position. But there is more to it
than that, of course, because you are experiencing this bodily motion as your
own action.

In order to help bring into focus this specifically actional phenomenological
dimension of the experience, it will be helpful to approach it a
negative/contrastive way, via some observations about what the experience is
not like. For example, it is certainly not like this: first experiencing an
occurrent wish for your right hand to rise and your fingers to move into
clenched position, and then passively experiencing your hand and fingers
moving in just that way. Such phenomenal character might be called the
phenomenology of fortuitously appropriate bodily motion. It would be very
strange indeed, and very alien.

Nor is the actional phenomenological character of the experience like this:
first experiencing an occurrent wish for your right hand to rise and your fingers
to move into clenched position, and then passively experiencing a causal
process consisting of this wish’s causing your hand to rise and your fingers to
move into clenched position. Such phenomenal character might be called zhe

2 This section is adapted, with some modifications, deletions, and additions, from similar sections
in Horgan 2007b and in Horgan ez a/. 2003.
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passive phenomenology of psychological state-causation of bodily motion.”
People often do passively experience causal processes as causal processes, of
course: the experience of seeing the collision of a moving billiard ball with a
motionless billiard ball is an experience as-of the collision causing the latter
ball’s subsequent motion; the experience of observing the impact of the
leading edge of an avalanche with a tree in its path is an experience as-of the
impact causing the tree to become uprooted; and so on. Sometimes people
even experience their own bodily motions as state-caused by their own mental
states — e.g., when one feels oneself shuddering and experiences this
shuddering as caused by of a state of fear. But it seems patently clear that one
does not normally experience one’s own actions in that way — as passively
noticed, or passively introspected, causal processes consisting in the causal
generation of bodily motion by occurrent mental states. That too would be a
strange and alienating sort of experience.”

How, then, should one characterize the actional phenomenal dimension of
the act of raising one’s hand and clenching one’s fingers, given that it is not the
phenomenology of fortuitously appropriate bodily motion and it also is not the
passive phenomenology of psychological state-causation of bodily motion?
Well, it is the what-it’s-like of self as source of the motion. You experience
your arm, hand, and fingers as being moved by you yourself~rather than
experiencing their motion either as fortuitously moving just as you want them
to move, or passively experiencing them as being caused by your own mental
states. You experience the bodily motion as generated by yourself.

The language of causation seems apt here too, but differently deployed: you
experience your behavior as causedby you yourself, rather than experiencing it
as caused by szazes of yourself. Metaphysical libertarians about human freedom
sometimes speak of “agent causation” (or “immanent causation”), and such
terminology seems phenomenologically apt regardless of what one thinks
about the intelligibility and credibility of metaphysical libertarianism.
Chisholm (1964) famously argued that immanent causation (as he called it) is a
distinct species of causation from event causation (or “transeunt” causation, as
he called it). But he later changed his mind (Chisholm 1995), arguing instead

? Here and throughout I speak of “state-causation’ rather than “event-causation’. More below on
my reasons for this choice of terminology. States can be short-lived, and often when they do they also
fall naturally under the rubric ‘event.”

* For discussion of a range of psychopathological disorders involving similar sorts of dissociative
experience, see Stephens and Graham (2000).
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that agent-causal “undertakings™ (as he called them) are actually a species of
event-causation themselves — albeit a very different species from ordinary,
nomically governed, event causation. Phenomenologically speaking, there is
indeed something episodic — something temporally located, and thus “event-
ish” — about experiences of self-as-source. Thus, the expression ‘state
causation’ works better than ‘event causation” as a way of expressing the way
behaviors are not presented to oneself in agentive experience. Although
agentive experience is indeed “event-ish” in the sense that one experiences
oneself as undertaking to perform actions ar specific moments in time, one’s
behavior is not experienced as caused by szazes of oneself.

The phenomenology of doing typically includes another aspect which will
be especially important in the context of the present paper: what I will call core
optionality. (More presently on the reason for the modifier ‘core’). Normally
when you do something, you experience yourself as freely performing the
action, in the sense that it is up to you whether or not to perform it. You
experience yourself not only as generating the action, and not only as
generating it purposively, but also as generating it in such a manner that you
could have done otherwise. This palpable phenomenology of optionality has
not gone unrecognized in the philosophical literature on freedom and
determinism, although often in that literature it does not receive as much
attention as it deserves. (Sometimes the most explicit attention is given to
effort of will, although it takes only a moment’s introspection to realize that the
phenomenology of effortfully exerting one’s will is really only one, quite
special, case of the much more pervasive phenomenology of optionality®).

The core-optionality aspect of agentive phenomenology is intimately bound
up with the aspect of self-as-source, in such a way that the former is an essential
component of normal agentive self-source experience.” In experiencing one’s

> This is not to deny, of course, that there is indeed a distinctive phenomenology of effort of will
that sometimes is present in the phenomenology of doing. The point is just that this aspect is not
always present. A related phenomenological feature, often but not always present, is the
phenomenology of trying— which itself is virtually always a dimension of the phenomenology of effort
of will, and which often (but not always) includes a phenomenologically discernible element of
uncertainty about success. (Sometimes the phenomenological aspect of core optionality attaches
mainly to the trying dimension of the phenomenology of doing. When you happen to succeed at what
you were trying to do but were not at all confident you could accomplish — e.g., sinking the 10 ball
into the corner pocket of the pool table — the success aspect is not experienced as something directly
under voluntary control).

% I say that the aspect of core optionality is an essential component of normal self-source
experience because I mean to leave open the possibility of unusual self-source experiences that lack
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behavior as emanating from oneself as its source, one experiences oneself as
being able to refrain from so behaving — or at any rate, as being able to refrain
from willfully producing such behavior. This is so even when acts under
extreme coercion or duress — e.g., handing over one’s wallet or purse to a thief
who is pointing a gun in one’s face. It also is so even when one acts with an
extreme phenomenological “imperativeness”— e.g., a mother’s unhesistatingly
leaping into the river to save her drowning child, Luther’s acting out a sense of
moral requirement (as expressed by his declaring “Here I stand, I can do no
other”), the compulsive hand-washer’s act of washing hands for the third time
in ten minutes. The core phenomenology of optionality that is essential to
ordinary agentive experience remains present in all such cases, even though
there are further, superimposed, phenomenological aspects (duress, moral-
obligation experience, intensely strong irrational desires, or the like) whose
presence can render appropriate, in context, a judgment that the agent “could
not have done otherwise,” or “had no other option,” or “did not act freely”.
Because the phenomenology of core optionality remains present even in such
cases, it also can be contextually appropriate to use ‘could’ and ‘option” and
‘free” in a way that reflects this fact (rather than in a way that reflects the
presence of one or another kind of superimposed non-optionality
phenomenology). For instance, one might say this: “I could have refrained from
giving the thief my wallet, and thus I gave it to him freely and with the option of
refraining — even though refraining would have been quite stupidly irrational ”.
Hereafter I will use the expression ‘free-agency phenomenology’, in order to
refer to the experience of self-as-source in a way a way that underscores the
aspect of core optionality that is an essential component of normal self-as-
source experience.

A few words are in order at this point about thought-experimental
“Frankfurt scenarios” inspired by Frankfurt (1969). One such scenario is this:
one’s body would have moved the same way even if one had not willed it to
move that way, because a device implanted in one’s motor cortex would have
triggered that same motion had one not willfully produced it; but in that case
the motion would not have been experienced as willfully generated, and indeed

this aspect — for instance, self-source experiences in which one firmly believes that one is in a
“Frankfurt scenario” in which one’s circumstances are such that were one about to will to refrain from
performing the act one is about to perform, an evil scientist would cause the pertinent bodily motions
to occur anyway and would also cause these motions to be accompanied by (epiphenomenal)
experience-as-of willfully performing that action. More momentarily on Frankfurt scenarios.
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would not have been experienced as one’s own action. A different Frankfurt
scenario is this: one’s body would have moved the same way even if one had not
willed it to move that way, because a device implanted in one’s motor cortex
would have triggered that same motion had one not willfully produced it; in
addition, that device would have triggered the phenomenology of willing to
move one’s body in just that way — with the dual triggering operating in a
manner that renders the phenomenology itself completely epiphenomenal vis-
a-vis the bodily motion. As far as free-agency phenomenology is concerned
(and that is the present topic), the main thing to stress is the following: in both
of these scenarios (and in most Frankfurt-style scenarios), one’s free-agency
phenomenology is at least partially non-veridical, because the phenomenology
includes not only the self-as-source aspect but also the could-do-otherwise
aspect that is an essential component of normal self-as-source experience. The
agent’s phenomenology is as-of being a fill-fledged self-source of the
behavior, where full-fledgedness includes being such that one could have acted
otherwise instead; but in Frankfurt scenarios, the agent is not a full-fledged
self-source of the kind that the agent experiences himself/herself to be.” These
remarks about agentive phenomenology leave various moral and metaphysical
questions still open — e.g., (i) whether the agent in a Frankfurt scenario is
morally responsible for the action, (ii) whether the agent is a genuine self-
source of the behavior even though the agent could not have done otherwise,
and (iii) whether the agent acts freely even though the agent could not have
done otherwise. Whatever one might say about those questions, the key point
is that the self-as-source aspect of normal agentive experience includes the
core optionality (core “could-do-otherwise”) aspect as an essential element.
Agentive phenomenology is more closely akin to perceptual/kinesthetic
experience than it is to discursive thought. (Many higher non-human animals, [
take it, have some agentive phenomenology, even if they engage in litte or no
discursive thought). Of course, we humans also wield concepts like agency,
voluntariness, and the like (whereas it is questionable whether non-human

" What about the Frankfurt scenario envisioned in note 6, in which one firmly believes that one is
in a scenario in which core optionality is absent? Perhaps here one’s agentive phenomenology would
be as-of norrfull-fledged self-as-source-hood in which the core-optionality aspect is lacking. But that
would be extremely unlike ordinary agentive phenomenology. (Alternatively — as I myself suspect
would be the case — perhaps even here the core-optionality aspect still would be present in one’s
agentive phenomenology despite one’s belief that core optionality itself is absent. Compare
experiences of the Muller-Lyer illusion, in which one horizontal line still looks longer than the other
cven when one firmly believes the two lines are the same length).
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animals do); but thoughts employing these concepts are not to be conflated
with agentive phenomenology itself.

9. SOME LIMITATIONS OF INTROSPECTION VIS-A-VIS AGENTIVE
PHENOMENOLOGY?

The phenomenal character of one’s current experience is self-presenting to the
experiencing subject. Self-presentingness is an especially intimate form of
direct acquaintance between the experiencing subject on one hand, and the
phenomenal character of some aspect of the subject’s current state of
phenomenal consciousness; the state’s appearing a certain way, acquaintance-
wise, is constitutive of the state’s actually being that way.

Leta purely phenomenological questionbe a question that (i) is about some
aspect of the intrinsic phenomenal character of one’s present experience, and
(ii) is such that the answer is entirely determined just by the intrinsic
phenomenal character of one’s present experience. (The point of clause (ii) is
to exclude questions that bring in some extrinsic aspect while still being in
some sense “about” intrinsic phenomenal character — e.g., “Am I now
undergoing an experience with the phenomenal character that I was writing
about last Tuesday?”).

In light of the fact that phenomenal character is self-presenting, one might
be tempted to think that any purely phenomenal question can be reliably
answered directly on the basis of introspection. More specifically, one might be
tempted to think that introspection alone can reliably determine whether or
not free-agency phenomenology has metaphysical-libertarian satisfaction
conditions. (Having metaphysical-libertarian satisfaction conditions means
this: the intentional content of one’s free-agency experience is veridical only if
one is an “agent-cause” in the metaphysically heavyweight sense of this notion
that is invoked by metaphysical libertarians — which entails, inter alia, that
state-causal determinism is false).

I maintain, however, that this claim about the powers of introspection vis-a-
vis free-agency phenomenology is false. (Hence the more general thesis — that

8 This section is adapted, with some modifications and deletions, from section 3 of Horgan (in
press-b). Other pertinent discussions of mine, sometimes collaborative, are Horgan (2007a, in press-
a) and Horgan and Timmons (in press).
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any purely phenomenal question can be reliably answered directly on the basis
of introspection — is also false). In this section I will briefly say why.”

Let me begin by introducing some terminology. First, I distinguish two
kinds of introspection concerning one’s current experience. On one hand is
attentive introspection: paying attention to certain aspects of one’s current
experience. On the other hand is judgmental introspection: the process of
forming a judgment about the nature of one’s current experience, and doing so
spontaneously just on the basis of attending to the aspects(s) of one’s current
experience about which one is judging — without any reliance on collateral
information or evidence. (Judgmental introspection thus deploys attentive
introspection, while also generating a judgment about what is being attended
10).

Second, I call a purely phenomenal question conceptual-competence
amenable (for short, CC amenable) just in case it can be correctly answered by
simply introspectively attending to one’s current experience and then
spontaneously exercising one’s conceptual competence with the pertinent
concepts. By contrast, a purely phenomenal question is conceptual-
competence transcendent (for short, CC transcendent) just in case it cannotbe
correctly answered this way.

With these distinctions at hand, consider now the following three pairwise-
incompatible claims about the satisfaction conditions of free-agency
phenomenology.

(1) Free-agency phenomenology has satisfaction conditions that (i) are
fully fixed by intrinsic phenomenal character alone, and (ii) are
metaphysical libertarian.

(2) Free-agency phenomenology has satisfaction conditions that (i) are
fully fixed by intrinsic phenomenal character alone, and (ii) are
compatible with state-causal determinism (and hence are not
metaphysical-libertarian).

(3) Free-agency phenomenology has satisfaction conditions that (i) are
not fully fixed by phenomenal character alone, (ii) instead are fixed by
phenomenology in combination with extra-phenomenological facts
about the experiencing agent’s cognitive architecture, and (iii) are

Q . g g . .
? For more extended elaboration and defense of the view, see Horgan (in press-b).
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such that their being metaphysical-libertarian or not, and their being
compatible with state-causal determinism or not, depends upon those
cognitive-architecture facts.

Claims (1) and (2) both construe free-agency phenomenology as having
“purely narrow” referential purport that lacks any constitutive externalistic
elements, whereas claim (3) construes it as having “wide” referential purport
that incorporates certain constitutive externalistic elements. For the
phenomenology to have wide referential purport is for its reference-relation to
its referent-property (if it has a referent-property) to depend constitutively not
merely on the intrinsic character of the phenomenology itself, but also upon
certain phenomenology-external facts about the nature of the experiencing
agent — according to claim (3), facts about the agent’s cognitive architecture.
On one potential view that comports with claim (3), the pertinent facts would
concern the nature of the cognitive-architectural choice-generating and
behavior-generating mechanisms that are normally operative in situations
where the experiencing agent undergoes free-agency phenomenology, and
meeting the satisfaction conditions would be a matter of exercising those
cognitive mechanisms in the normal way.

Claims (1) and (2), on the other hand, construe free-agency
phenomenology as referring, in the experience of all actual and possible
creatures who are phenomenal duplicates of one another, to one and the same
property — regardless of any differences in the cognitive architectures of
different phenomenal duplicates.'” The essence of the property that
constitutes free agency is entirely fixed by the intrinsic phenomenal character
of free-agency experience alone. Claim (1) says that this phenomenologically
fixed property has metaphysical-libertarian satisfaction conditions, whereas
claim (2) says that it has satisfaction conditions that are compatible with state-
causal determinism (and hence are not metaphysical-libertarian).

Consider now the following question, which pertains entirely to the
intrinsic phenomenal character of agentive experience and whose answer
depends only on that phenomenal character — and which is therefore a purely
phenomenological question:

'This property need not actually be instantiated by the creature in order to be the referent-
property of the creature’s free-agency experience. Indeed, it need not even be a property whose
instantiation is metaphysically possible. (Maybe it is a metaphysical-libertarian property, and maybe —
as some hard incompatibilists maintain — the instantiation of such a property is outright impossible
regardless of whether or not state-causal determinism is true).
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(Q) Which (if any) of the pairwise incompatible claims (1)-(3) is correct?
At the moment, the issue I am focusing upon is not what the answer is to
question (Q), but rather this: whether or not one can reliably ascertain, just via
judgmental introspection, what the answer is. I claim that one cannot do so,
and that the reason why not is that (Q) is a CC transcendent question.
Elsewhere (Horgan, in press-b) I defend these claims, and I also offer a
proposed multi-component debunking explanation of the common
judgmental-introspective beliefs that (a) one can reliably answer question (Q)
just on the basis of introspection, and (b) that the answer is that claim (1) is
true.

An explanatory task arises at this point that needs addressing — viz., the
task of explaining credibly why it should be that (Q) is a CC-transcendent
question. Since claims (1)-(3) all concern only the phenomenal character of
free-agency experience, and since phenomenal character is self-presenting to
the experiencing agent, something needs saying about why human agents are
nonetheless unable to “read off” the answer to question (Q) just by directing
their attentive introspection upon their own free-agency experience and then
exercising their conceptual competence with concepts like the concept of
state-causal determinism and the concept of free-agency phenomenal
character.

I have addressed this explanatory task most extensively in in Horgan (in
press-b); there is also pertinent discussion in Horgan (2007a, 2007b) and in
Horgan and Timmons (in press). Although I lack the space here to rehearse my
proposed account, let me just mention 3 key elements of the account. First,
normal conceptual competence is mainly a matter of being able to correctly
apply a given concept 0 a concrete case — or more precisely, to do so modulo
one’s available evidence; consequently, conceptual competence alone is apt to
be fairly limited as a basis for answering abstract general questions about the
nature of satisfaction conditions. Second, these same facts about conceptual
competence are in play when one introspectively attends to one’s agentive
phenomenology with the goal in mind of forming an introspective judgment
about question (Q): it is unreasonable and unwarranted to expect one’s
capacity for concept-wielding to be that splendid when it is directed at general
hypotheses concerning the intentional content of agentive phenomenology,
just as it is unreasonable to expect it to be that splendid when it is directed at
general hypotheses concerning the satisfaction conditions for concepts
themselves. Hence third, general hypotheses about satisfaction conditions are
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a matter for abductive inference — even when these hypotheses concern facts
about the intentional content of self-presenting phenomenal character, facts
that are fully fixed by that phenomenal character itself.

3. LESSONS

Let me draw out some lessons of the above discussion, with respect to
philosophical debates about free agency. To begin with, participants in these
debates need to explicitly acknowledge the existence of free-agency
phenomenology — including its self-as-source dimension, and including the
core optionality (core can/could do otherwise) aspect that is itself an essential
component of normal self-as-source experience.''

Second, it needs to be appreciated that there are intimate interconnections
among these three matters: (1) the satisfaction conditions of free-agency
phenomenology, (2) the satisfaction conditions of everyday statements and
judgments that ascribe free agency or classify specific acts and decisions as the
products of free agency, and (3) the metaphysics of free agency. Item (1) is apt
to constrain item (2), in the following way: if free-agency phenomenology has
metaphysical-libertarian satisfaction conditions, then thereby so do everyday
ascriptions of free agency, whereas if free-agency phenomenology has
compatibilist satisfaction conditions, then thereby so do everyday ascriptions
of free agency. In addition, item (1) is apt to constrain item (3), as follows: if
genuine free agency exists at all, then it fully conforms to the satisfaction
conditions imposed on it by agentive phenomenology. (I will express these
modes of constraint by saying that free-agency phenomenology strongly
constrains, respectively, the concept of free agency and the metaphysics of free
agency. And I will say that an overall position that treats the concept of free

""" Some philosophers, notably Eddy Nahmias and has collaborators, do pay attention to free-
agency phenomenology and yet deny that it really has an aspect of self-as-source. (See, e.g., Nahmias
et al. 2004). But they appear to assume that if there were such an aspect, then (a) this aspect would
have metaphysical-libertarian satisfaction conditions, and (b) its having metaphysical-libertarian
satisfaction conditions would be reliably ascertainable introspectively. They thereby conflate two
claims: (1) the claim that agentive phenomenology has a self-as-source aspect, and (2) the claim that
agentive phenomenology has a self-as-source aspect with features (a) and (b). In my view they would be
right to deny claim (2), but they are wrong to deny claim (1) — and they unfortunately muddy up the
dialectical waters by conflating the two claims.
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agency and the metaphysics of free agency as strongly constrained by free-
agency phenomenology is a strongly internally coherent position).

Third, it is important to articulate various package-deal positions that
simultaneously address items (1), (2), and (3), and it is important to subject
such positions to comparative cost-benefit assessments as package deals.
Concerning item (1), a package-deal position will embrace just one of these
two (incompatible) claims: (1a) phenomenological libertarianism, asserting
that free-agency phenomenology has metaphysical-libertarian satisfaction
conditions, or (1b) phenomenological compatibilism, asserting that such
phenomenology has compatibilist satisfaction conditions.  Likewise,
concerning item (2) there are two options: (2a) conceptual libertarianism,
asserting that everyday free-agency ascriptions have metaphysical-libertarian
satisfaction conditions, or (2b) conceptual compatibilism, asserting that such
ascriptions have compatibilist satisfaction conditions. Concerning item (3)
there are three options: (3a) metaphysical libertarianism, (3b) metaphysical
compatibilism, or (3¢) hard incompatibilism.

Fourth, barring powerful countervailing theoretical considerations,
theoretical package-deal positions that are strongly internally coherent will be
much more likely to be correct than those that are not. (The default theoretical
presumptions are that free agency has the features it is experienced as having,
and that the concept of free agency has satisfaction conditions that conform
well to the satisfaction conditions of free-agency experience. People implicitly
adopt these presumptions routinely, and people routinely implicitly take the
presumptions to be epistemically well warranted. In principle, one could
challenge these default presuppositions, but doing so in a credible way would
require some heavy-duty, hard-to-envision, form of argumentation). A strongly
internally coherent package-deal position have will have these two features:
first, it embraces (1a) if and only if it embraces (2a), and it embraces (1b) if and
only if it embraces (2b); second, it asserts that if there is such a genuine
phenomenon as free agency at all, then that phenomenon conforms to the
satisfaction conditions laid down by free-agency phenomenology.

The fifth moral is conditional: if one can reliably ascertain, just on the basis
of introspection, that free-agency phenomenology has metaphysical-libertarian
satisfaction conditions, then there are only two package-deal positions that are
strongly internally coherent, viz., (1a) + (2a) + (3a), and (1a) + (2a) + (3c). The
first of these embraces phenomenological libertarianism, plus conceptual
libertarianism, plus metaphysical libertarianism. This package deal is
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libertarian through and through. The second view embraces phenomenological
libertarianism, plus conceptual libertarianism, plus hard incompatibilism. This
package deal asserts that there is no such phenomenon as free agency, on the
grounds that (i) genuine free agency would have to conform to metaphysical-
libertarian satisfaction conditions, and (ii) no real phenomenon conforms to
such conditions.

The sixth moral is also conditional, and is a corollary of the fifth one: if one
can reliably ascertain, just on the basis of introspection, that free-agency
phenomenology has metaphysical-libertarian satisfaction conditions, then
there is no viable compatibilist package-deal position that is strongly internally
coherent. Thus the best one could do, by way of formulating a package-deal
position that honors the introspectively manifest fact that free-agency
phenomenology has metaphysical-libertarian satisfaction conditions, would be
to adopt a partial-error theory asserting that although there really is a
phenomenon of free agency, the nature of this phenomenon is very
significantly misrepresented by free-agency experience. That kind of view is a
very unattractive theoretical option for those who are inclined to reject
metaphysical libertarianism. One reason to think so, inter alia, is that whatever
phenomenon the account ends up treating as the one picked out by free-
agency experience will be so different in reality from how it is experienced to
be that there will be very little credible basis for claiming that it is an eligible
referent of free-agency phenomenology (or of the concept of free agency).

The six morals lately mentioned all draw upon the discussion in section 1
above, concerning reliably introspectible aspects of free-agency
phenomenology. Let us now factor in the discussion in section 2, concerning
the limitations of introspection with respect to free-agency phenomenology.
That discussion yields this seventh moral: it is not the case that one can reliably
ascertain, just on the basis of introspection, what the answer is to question (Q).
This in turn brings an eighth moral in its wake, as a corollary: viz., it is not the

2 For taxonomic completeness, the following additional moral is worth mentioning, also
conditional in form: if one can reliably ascertain, just on the basis of introspection, that free-agency
phenomenology has compatibilist satisfaction conditions, then the only strongly internally coherent
package-deal position that conforms with the introspectively ascertainable nature of free-agency
phenomenology is package-deal compatibilism, i.e., (1b) + (2b) + (3b). But it is extremely implausible
to claim that it is introspectively obvious that self-as-source phenomenology has compatibilist
satisfaction conditions, and I know of no compatibilist who does claim this. Rather, compatibilists tend
either to ignore free-agency phenomenology altogether (the more typical tendency), or else to deny
that agentive phenomenology has a self-as-source aspectat all (as do Nahmias and his collaborators).
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case that one can reliably ascertain, just on the basis of introspection, that free-
agency phenomenology has metaphysical-libertarian satisfaction conditions.

This leads to a ninth moral: there is another package-deal position that is
consistent with what is reliably introspectively ascertainable about agentive
phenomenology — viz., the position (1b) + 2(b) + 3b). This view is thoroughly
compatibilist — phenomenologically, conceptually, and metaphysically — and is
therefore strongly internally coherent. It begins with the contention that free-
agency phenomenology has compatibilist satisfaction conditions. It then claims
that free-agency phenomenology constrains both the concept of free agency
and the metaphysics of free agency — in such a way that the concept has
compatibilist satisfaction conditions too, and in such a way that genuine free
agency is a phenomenon that is compatible with state-causal determinism (and
hence is not correctly characterized by metaphysical libertarianism).

A tenth moral, also grounded in my discussion in section 2 of the
limitations of introspection, is that there is an important role for abduction
when one inquires about the satisfaction conditions of free-agency
phenomenology — a role that is complementary to the roles of attentive and
judgmental introspection, and that potentially can take up the slack left by
introspection. That is good news for compatibilists, myself included.

4. SKETCH OF A VERSION OF PACKAGE-DEAL COMPATIBILISM

Let me now briefly sketch the version of package-deal compatibilism that I
favor."” I have defended various aspects of this overall approach in a number of
prior writings, some collaborative (Horgan 1979, 2007a, 2007b, in press-a,
in press-b, Graham and Horgan 1994, Henderson and Horgan 2000, Horgan
and Timmons in press). The argumentation in those writings is largely
abductive, and incorporates the contention that one cannot reliably ascertain
the satisfaction conditions of free-agency phenomenology just on the basis of
careful introspection. 1

3 This section is adapted, with some modifications and deletions, from section 4 of Horgan
(2007b).

" I believe that there is significant work yet to be done by way of further elaborating my
recommended approach — in particular, there is a need to say more about the satisfaction conditions of
free-agency phenomenology, and about why and how these conditions can be met even if state-causal
determinism is true. I am unhappy with possible-worlds satisfaction conditions according to which the
possible worlds that are “accessible” to a freely choosing/acting agent include worlds in which a
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As a prelude, let me distinguish two kinds of mental intentionality, which I
call  presentational content and judgmental content, respectively.
Presentational intentional content is the kind that accrues to phenomenology
directly — apart from whether or not one has the capacity to articulate this
content linguistically and understand what one is thus articulating, and apart
from whether or not one has the kind of sophisticated conceptual repertoire
that would be required to understand such an articulation. Judgmental
intentional content, by contrast, is the kind of content possessed by such
linguistic articulations, and by the judgments they articulate. (Here I use
‘judgment’ broadly enough to encompass various non-endorsing propositional
attitudes, such as wondering whether, entertaining that, and the like). Dogs,
cheetahs, and numerous other non-human animals presumably have agentive
phenomenology with presentational intentional content, although it is
plausible that they have little or no sophisticated conceptual capacities of the
kind required to undergo states with full-fledged judgmental content involving
concepts like freedom or agency.

I do not mean to suggest that this distinction is a sharp one. It wouldn’t
surprise me if the two kinds of content blur into one another, via a spectrum of
intervening types of psychological state and/or a spectrum of increasing forms
of conceptual sophistication in different kinds of creatures. Also, it may well be
that the two kinds of content can interpenetrate to a substantial extent, at least
in creatures as sophisticated as humans. It is plausible, for instance, that
humans can have presentational contents the possession of which require (at
least causally) a fairly rich repertoire of background concepts that can figure in
judgmental states. One can have presentational experiences, for instance, as-of
computers, automobiles, airplanes, train stations — all of which presumably
require a level of conceptual sophistication that far outstrips what dogs
possess.

“divergence miracle” occurs shortly before the agent chooses/acts otherwise than how the agent
chooses/acts in the actual world. I am even more unhappy with satisfaction conditions according to
which some “accessible” possible worlds are allowed to differ somewhat from the actual world at all
moments in time prior to the agent’s non-actual choice/act. An idea that currently appeals to me is
this: do the semantics of modals in terms of “scenario-specifications” that (a) arc cpistemically
possible (relative to some contextually pertinent body of background information), and (b) need not
be metaphysically possible. As regards modals about human agency, some such scenario-
specifications will hold fixed the portion of the actual world that precedes a given agent’s choice/act,
will specify some way the agent chooses/acts that differs from the agent’s actual-world choice/act, and
will also specify that there are no violations of any actual-world laws of nature.
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Briefly, the version of package-deal compatibilism that I favor comprises
the following eleven theses. First, the presentational content of agentive
phenomenology includes the aspect of self-as-source, which itself normally
includes the aspect of core optionality (core “can/could do otherwise”) as an
essential component.'” Second, the presentational intentional content of
agentive phenomenology has satisfaction conditions that are compatible with
state-causal determinism. Third, this compatibility is a non-manifest feature of
agentive phenomenology; i.e., one cannot reliably tell, just on the basis of
careful introspective attention to one’s own agentive experience and the
exercise of one’s conceptual competence in judgment-formation, whether or
not the compatibility hypothesis is true. Fourth, despite the compatibility of
agentive phenomenology with state-causal determinism, a bodily event that is
experienced as one’s action cannot also be experienced as state-caused, either
by non-mental states or by mental states. Fifth, the presentational aspect of
core optionality remains present as an essential component of normal agentive
phenomenology even when one experiences oneself as acting under coercion
or duress. Sixth, an essential aspect of experiences of state-causation,
including experiences of one’s own bodily motions as state-caused, is the
presentational aspect of inevitability — i.e., the aspect of inevitability given the
circumstances and the causing events. Seventh, the two theses lately
mentioned jointly explain the phenomenological mutual exclusion described in
the fourth thesis: this exclusion results from the core optionality aspect of
agentive phenomenology on one hand, and from the inevitability aspect of the

" Many recent versions of metaphysical compatibilism about free agency not only ignore free-
agency phenomenology altogether (including the phenomenological aspect of core optionality), but
also presuppose both (a) that the capacity to choose otherwise and do otherwise is incompatible with
state-causal determinism, and (b) that the “can/could do otherwise” feature is simply never required
for genuine free agency. Compatibilists who affirm claim (b) typically do so because of the
conceivability of Frankfurt-style scenarios — and they then go on to affirm (a) by conceding to the
incompatibilists the latter’s own favored construal of ‘can/could do otherwise’. All this seems to me to
be seriously mistaken. Even if there are possible scenarios in which one exercises free agency even
though it is not the case (because of a preempted potential cause waiting in the wings) that one
can/could do otherwise, it doesn’t begin to follow that the capacity to do otherwise is never required
for genuine free agency. On the contrary, that capacity remains a deféasibly necessary condition for
free agency, Frankfurt-style cases notwithstanding. My three biggest complaints about dominant
versions of metaphysical compatibilism in the recent philosophical literature are (1) that they ignore
free-agency phenomenology, (2) that they grossly overestimate the (quite limited) significance of
Frankfurt-style scenarios, and (3) that they concede to incompatibilists the contention that if
determinism is true then people can never choose or act differently than they actually do choose and
act.
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phenomenology of state-causation on the other hand. One cannot experience
an item of one’s own behavior both as inevitable and as something that one
could have refrained from doing.

Eighth, at the level of judgmental intentional content, the concept of free
agency involves a feature that is probably not exhibited by the free-agency
aspect of presentational intentional content — viz., implicit contextual
parameters that determine, in context-specific ways, contextually operative
standards of satisfaction. For instance, in many contexts the standards operate
in such a way that an action performed under extreme coercion — e.g., with a
gun in one’s face — do not count as free. Le., under the contextually operative
standards, the judgment that such an action is not free is correct. '° (In other
contexts, however, the concept of freedom is correctly used in such a way that
its satisfaction conditions coincide with those for the core optionality aspect of
sensory-experiential intentional content — for instance, when one says “I could
have refused to give the gunman my wallet, although that would have been a
foolhardy thing to do; thus, I exercised freedom of choice in giving it to him”).

Ninth, the implicit contextual parameters governing the judgmental
concept of free agency can take on a limit-case setting in certain contexts of
judgment or conversation — i.e., a parameter-setting under which an item of
behavior counts as a free action only if (i) it is not state-causally determined,
and (ii) it comes about as a result of metaphysical-libertarian “agent causation”
involving the self as a godlike unmoved mover.

Tenth, the satisfaction conditions for presentational free-agency
intentional content — i.e., for free-agency phenomenology — coincide with
certain non-limit-case, compatibilist, satisfaction conditions for judgmental
free-agency intentional content. The satisfaction conditions for agentive
phenomenology do nor coincide with the incompatibilist satisfaction
conditions that accrue to judgmental free-agency intentional content when the
implicit parameters at work in the judgmental concept of free agency have
extremal, limit-case, settings.

Eleventh, the metaphysics of free agency is constrained by the intentional
content of free-agency phenomenology, and thus is also constrained by the
(matching) intentional content of everyday, non-limit-case, ascriptions of free
agency. So, since the phenomenological content and the conceptual content

' Such judgments will normally be keyed to certain aspects of phenomenology too, aspects that
are superimposed upon the underlying phenomenology of core optionality — e.g., the phenomenology
of duress under threat, the phenomenology of moral imperativeness, and the like.
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are compatibilist, free agency itself is a phenomenon that is compatible with
state-causal determinism.

Elsewhere, sometimes collaboratively, I have set forth arguments in support
of the various theses constituting this version of package-deal compatibilism.
Contextualist compatibilism about the judgmental concept of freedom, in a
form that acknowledges limit-case parameter-settings that are incompatibilist,
is defended in Horgan (1979), Graham and Horgan (1994), Henderson and
Horgan (2000), and Horgan (forthcoming). Other aspects of the full package-
deal are defended in Horgan (2007a, 2007b, in press-a, in press-b), and in
Horgan and Timmons (in press). I will not argue for the position here, because
of space limitations.

I do recognize that when one attends introspectively to one’s free-agency
phenomenology, with its presentational aspect of self-as-source which itself
includes the aspect of freedom as an essential component, and when one
simultaneously asks reflectively whether the veridicality of this phenomenology
requires one to be an “agent cause” in the sense espoused by metaphysical
libertarianism, one feels some tendency to judge that the answer to this
question is Yes. If the position I have sketched is correct, then this tendency
embodies a mistake: the satisfaction conditions of free-agency agentive
phenomenology do not require heavyweight, metaphysical libertarian, “agent-
causal freedom,” and do not require the falsity of state-causal determinism. I
certainly acknowledge that a theoretically adequate version of package-deal
compatibilism should provide a plausible explanation of this mistaken
judgment-tendency — an explanation of why the tendency arises so strongly
and so naturally, once the compatibility issue is explicitly raised. I have
addressed this challenge elsewhere, e.g., Horgan (2007a, 2007b, in press-a,
in press-b). Although I lack the space here to summarize the “respectful
debunking” explanation I have offered for incompatibilist judgment
tendencies, let me just say that my proposed explanation draws on two
principal resources: first, that fact, already stressed, that agentive
phenomenology and the phenomenology of state-causation are mutually
exclusionary, and second, the contextualist element that I claim is operative in
judgmental attributions of free agency.

So the version of package deal compatibilism I favor, which is contextualist
about the concept of free agency, allows for a fairly plausible explanation of the
incompatibilist-leaning judgment-tendencies that naturally tend to arise when
one asks whether free-agency phenomenology is compatible with state-causal
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determinism. When one factors this into the mix, alongside the various
convergent forms of largely abductive evidence (not set forth here) that favor
both phenomenological compatibilism and conceptual compatibilism, I think a
strong case can be made in support of an overall position that is
phenomenologically compatibilist, conceptually compatibilist about everyday
free-agency ascriptions, and metaphysically compatibilist.

5. CONCLUSION

Although the rich and distinctive phenomenology of agency went largely
ignored in mainstream philosophy of mind in the twentieth century, it is now
receiving renewed attention in that branch of philosophy. Agentive
phenomenology also received far too little attention in twentieth-century
philosophical discussions of freedom and determinism — with advocates of
compatibilism probably being the worst offenders. It is time to bring the
phenomenology of free agency explicitly into the freedom/determinism
debate, and to accord it significant weight. A complete treatment of the
freedom/determinism issue should address three topics together: the
phenomenology of free agency, the concept of free agency, and the
metaphysics of free agency. All else equal, a package-deal treatment of these
topics should be strongly internally coherent — i.e., it should treat the
phenomenology of free agency as strongly constraining both the concept of
free agency and the metaphysics of freedom. This theoretical desideratum
would spell big trouble for compatibilism if one could reliably ascertain,
directly on the basis of introspection, that free-agency phenomenology has
metaphysical-libertarian satisfaction conditions. But there are strong reasons
to think that introspection is simply not that powerful — a fact that opens up
room for abductive considerations to enter the dialectical mix. Once such
considerations are properly brought to bear and given their due epistemic
weight, I maintain, the overall package-deal position that will look best in terms
of theoretical cost-benefit evaluation will be phenomenologically compatibilist,
conceptually compatibilist (yet also conceptually contextualist), and
metaphysically compatibilist.
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ABSTRACT

For a long time the study of motor decision making has essentially been based
on the mechanical neurophysiology of the connections between nervous
structures. Empirical research and theoretical reflection have in this way been
dominated by reflexological and cybernetic models without plausible
alternatives. The tendency to separate the mental functions from the body,
almost as though they were independent systems, has at times had negative
consequences. Indeed, whether dealing with language or other cognitive and
perceptive functions, the mind is profoundly influenced by the motor sphere,
the oldest from an evolutionary point of view, which depends on the cortex, the
basal ganglia and the cerebellum that contain motor, motivational and
cognitive components. The ever-growing debate in the cognitive
neurosciences, the philosophy of the mind and phenomenology shows that the
time for a conceptual and epistemological change is growing nearer, a change
which puts the idea of embodied consciousness and cognition back at the
centre of the research being conducted.

1. THE MATRIX CONTROVERSIES OF THE MOTOR ACTION MODELS

In the most famous of his Croonian Lectures, the English neurologist John
Hughlings Jackson, father of modern neurology, noted:

That activities of the highest, least organised, nervous arrangement, during
which consciousness, or most vivid consciousness arises, are determined by
activities of lower, more organised, nervous arrangements, I firmly believed. As
I have said, in effect, states of consciousness attend survival of the fittest states

* University of Basilicata
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of centres representing all parts of the organism as one whole. Roughly
speaking, the highest nervous states are determined from below, and not by
autocratic faculties acting upon the highest part of the highest centre. (Jackson
1884, p. 706)

Despite the many, and often incorrect, interpretations of his philosophy,
Jackson can be given the undeniable credit for having moved the
neurophysiological debate of the 1800’s from a relational life model founded
on reflection (the automatic response that causes the simultaneity of forms and
movements), to another model in which motor functions descend mechanically
from cortical structures, which are the biological basis of rationality,
imagination, logical thought and still more. For more than two centuries, reflex
had been the dominant paradigm not only for philosophers such as Descartes,
but also for the majority of neuroanatomists, neurophysiologists and
neuropathologists. Jackson considered identifying the site of a lesion, a
functional centre and anatomic location, to be erroneous, because ontogenesis
realizes but above all directs the organism, integrating at a higher level that
which is integrated at a lower level. At the centre of his research are the
functional metamorphoses, whose temporality impresses rhythm and
movement, guiding the relational life of every living being. Time, in fact, does
not influence only the development of forms and movements, but also assigns a
functional hierarchy to them.

The Jacksonian idea, according to which the evolution of the nervous
system is characterized by ascending dynamics — from the more organized
lower levels towards the less organized higher centres of the highest level (from
the most automatic to the most voluntary) — introduced a new dimension into
the debate of that age on the organization of the nervous system (1884). A
concept that is so conditioned by the idea of evolution joins the notion of
overlap to that of hierarchy, the notion of mechanisms to that of integration. In
his vision the spatial (nervous) structures are subordinate to the flow of time: in
this way, that which is lower (that is, more fixed) is subordinate to that which is
higher (more mobile). The natural finalism in the hierarchy of nervous
functions confers upon the concept of integration logical-sequential
characteristics, according to which the lower or instrumental functions
controlled by the highest level become subordinate like words to syntax, or
means to an end (Ey 1947).

In spite of its apparent mechanism, the Jacksonian idea of an
autonomous ontogenesis of relational life makes the principle of hierarchy
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dynamic and, therefore, functional to that same process of integration: which is
then nothing other than a sensorimotor coordination, a link between the
present and the past, between imagined and perceived. In this sense, that
which defines the highest level is its contingency (its freedom), and the same
concepts of “automatic” and “voluntary” represent the levels of the functional
hierarchy, whose morphology and nervous structures represent the free
movement of relational life (Jackson 1932). The very notion of a “centre of
consciousness” — the most controversial Jacksonian theme, considered by
some to be the stumbling block of his hierarchical theory of functions —
remains the most important issue in the current neuroscientific debate.
Consciousness, the highest level of the evolution of the nervous system is, for
Jackson, the structural-functional basis for the unfurling of the mind’s
activities: its very organization (Evans 1972). The order of consciousness is, in
fact, sustained by multiple horizontal levels, every one of which is in a
structural and functional continuum with various phenomenological
occurrences (Maldonato 2009). It is such characteristic that allows for the
integration processes of the activities of thought and of the programming of
motor activities (even when only representational). Planning an action, in fact,
always requires predicting its consequences, and this type of prediction is the
result of model action activity. In this sense, thought and motility are tightly
linked on both a phylogenetic level as well as an ontogenetic one. This link has
over time produced an enormous archive of extraordinarily fluid motor
repertories. The progressive refinement of the relation between the motor and
the pre-motor cortex is at the origin not only of motor behaviours (such as the
ability to construct and manipulate objects), but also of the acquisition of
competences from structures such as Broca’s area and the basal ganglia, which
control the motor aspects of language. It must be said, however, that language
is not an individual and autonomous system, but rather the product of a
sophisticated coordination between systems and cerebral areas that are tied to
the representation of objects, to perception and to the very motility of the
body.

2. THE SENSE OF MOVEMENT AND EMBODIED ACTION

On a phylogenetic level sensory and motor activities — the basis of the
development of various cognitive functions — have the longest history. The
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wide range of structures in the human nervous system show, on the one hand,
how complex the evolution of motor control has been and, on the other hand,
its impact on other functions: from language to motility and so forth
(Jeannerod1994). The motor and muscular systems are high-priority systems
and their activation triggers the inhibition of the perceptive, sensory, attention,
and other systems. This fact is even more readily apparent if one considers that,
in animals, movements are linked to the carrying out of actions essential to
survival, such as escape, attack, searching for food and the selection of a sexual
partner. The activation of some muscles (even when only activated potentially,
such as in the case of muscle tensing) involves the activation of other muscles,
the reduction of sensations, the limitation of the flow of ideas and still more.
This means that motility has not only direct motor consequences but also
general effects on other systems. While it is true that movements depend
largely on cerebral motor areas, it is in fact the whole nervous system that
presides over the control of motility (MacKay 1987). The same cortical areas
that decode sensations — through which we perceive muscle tension or the
position of a limb — inform us retroactively about the execution of a particular
movement. Without this function the movement would be imprecise, rough or
completely blocked.

As it is known, muscles are controlled by the pyramidal neurons of the
motor cortex, which are connected through the spinal marrow to motor
neurons situated therein in order to reach, from there, the peripheral muscular
fibres. Every muscular movement — such as moving a finger, shaking hands,
crying and so on — involves the activation of the nervous-muscular neuron-fibre
sequence. However, motor action is extraordinarily more complicated. In fact,
if it is true that the composition and harmony of movements is guaranteed by
the base ganglions and by the cerebellum - it is in these structures that the
memory of the sequence of muscular actions are conserved, actions that allow
us, for example, to centre in on a target with an arrow, pick a small flower, or
dial a number - they constitute only the infrastructures of the movement: the
planning and the execution of the movement depend, instead, on other cortical
and subcortical structures (Adams er a/. 2005).

Today, the relationship between the complexity of a motor action and the
number and type of nervous structures involved is clearer. It has been
observed, for example, that even simple and localized movements like the
flexing or the stretching of the index finger of the right hand involve the
activation of the primary motor area and of the somatosensory area of the
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contralateral hemisphere. These are areas that are activated when a more
complex movement is in action: for example, when subjects are asked to touch
the tip of their right thumb to, in the following order, the tip of their index
finger, middle finger, ring finger and pinkie finger of the same hand; although
it must be said that in this case even the supplementary motor cortex and the
prefrontal cortex are activated, the latter being activated even when the
movement is simply imagined. In the case of the imagination and execution of a
complex movement, the prefrontal area and the supplementary cortex are
bilaterally activated, that is to say that there is activation even in the hemisphere
not involved in the execution or imagination of the motor act (Brown and
Marsden, 2001). This bilateral stimulus could correspond to the activation of
an abstract plan of the movement or reflect a variety of motor plans oriented
towards the same goal.

There are studies that indicate that it is first the prefrontal cortex (the
decision to act) that is activated, then the supplementary cortex (involved in the
plan of action) and, finally, the motor cortex, which implements and modulates
the action based on the proprioceptive information that reaches the
somatosensory cortex (Brown and Marsden 2001). Ultimately, the sequence of
movements is due to two different circuits: an internal one, which involves the
supplementary area, the basal ganglia and the temporal lobe, and takes over
when a motor ability becomes habitual because it is guided by an internal
representation of the action; and an external one, which includes the parietal
lobe, the premotor area and the cerebellum, involved in direct movements or
movements guided by spatial representations.

3. THE PREDICTIVE BRAIN

The execution of remarkably complex actions, such as those of a musician at a
piano, is much more articulated than what experiments on the planning and
execution of simpler movements reveal, contextualized and guided as they are
by the judgement of the performer. All of this was already clear to Lotze who, in
the mid 1800’s, wrote:

We see in writing or piano-playing a great number of very complicated
movements following quickly one upon the other, the instigative
representations of which remained scarcely a second in consciousness,
certainly not long enough to awaken any other volition than the general one of
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resigning one’s self without reserve to the passing over of representation into
action. All the acts of our daily life happen in this wise: Our standing up,
walking, talking, all this never demands a distinct impulse of the will, but is
adequately brought about by the pure flux of thought. (quoted i James 1952,
p-791)

Beyond the musical interpretation and the talent of the single performer, all of
the components of that musical ability derive from the complex interaction
between motor learning, temporal processing and sequencing, in which a
crucial role is played by the relations between the cortex and the basal ganglia.
In reality, the line between perception and action is not well-drawn as one
might believe when basing oneself on the description of the execution of a
motor task (Berthoz 1993). If the cerebral structures’ capacity for processing
is considered, rather than their specific function in the execution of a task, not
only does the crucial role played by the parietal lobe in the perception and
execution of an action become clear, but also that of the basal ganglia in the
sequencing of movements, language or ideation. Despite being parts of
different systems, perception and action constitute integrated functions. In
light of these considerations, subordinating motor functions to higher
cognitive activities and classifying the body as an inferior entity to that of the
mind appears implausible. The body and its movements are at the origin of the
abstract behaviours of which we are proud, beginning with language which
gives form to our mind. For example, the evolution of some motor behaviour,
such as the ability to construct and manipulate objects, selected an order of
movements based on a sequence of cause-effect links. This led the motor and
premotor cortex to develop a growing ability to generate interlinking
movements, inducing even Broca’s areato produce the verbal gestures and the
sequences of syllables that are at the basis of communication. In this sense,
pronouncing a sequence of syllables is like sculpting bronze or sharpening a
blade: this control of motility preceded language, but also contributed to
structuring it as an internal motor logic (Oliverio 2009).

It is rather probable that the logic of the body and of its movements
constituted the foundation on which, over time, the operational logic of
language structured itself. In terms of physical experiences many motor
operations have been so important that they have progressively supplied the
infrastructures for the development of symbols and metaphors used in
language, translating themselves over time into classes of perceptions,
behaviours and universal linguistic conventions (Lakoff and Johnson 1980).
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4. EMBODIED MEMORIES, GOALS AND PLANS OF ACTION

Perception is, by its very nature, multisensory. It uses multiple reference
systems adapted to the actions in progress. In fact, while receptors measure
derivatives, the brain mobilizes a repertory of prototypes of forms, faces,
objects, and even synergies of movements. During its progress, evolution
selected simplifying laws in the geometric, kinematic and dynamic properties
of natural movements. But perception is also predictive, thanks above all to
memory, which uses the consequences of past actions in order to predict those
of future actions (Berthoz 1998). Whether shaking hands, writing a letter or
performing another action, every executive act requires a behaviour directed
towards a goal, a behaviour made possible thanks to the control of a series of
nervous structures and mental processes that process information.

Because of its complex relations with the other cortical areas and
subcortical nuclei, the frontal cortex is at the centre of the executive functions:
from the memory of work (which allows one to remember the beginning of a
sentence once completed) to the behaviour directed towards a goal (which
implies a continuous re-modulation of information with the passage from one
plan of action to another and the continuous verification of the consequences
of our actions). Such functions depend on the prefrontal cortex (in human
beings it accounts for approximately half of the frontal lobe), which being
linked to all of the other cortical areas and to a large part of the subcortical
structures is directly or indirectly involved in all of the executive functions
(Miller ezal. 2002).

But how do we succeed in formulating plans of action corresponding to
specific goals? A plan of action involves a hierarchy of relevant actions and
irrelevant actions. In addition, it can be part of a vast plan consisting of
immediate objectives or of sub-plans matching the principal objective. These
complex functions involve the planning and the choice of an action, the
monitoring of its execution, and the reinforcement tied to the reaching of the
desired goal.

Since the by now classic studies of Leonardo Bianchi (1889) on the effects
of bilateral ablation of the prefrontal cortex of primates, the executive
functions of the motor system have been attributed to the prefrontal lobes. In
order to fully grasp the subtle and complex relations of the prefrontal cortex
with behaviour it is useful to understand the distinction between the lateral
prefrontal cortex and the medial prefrontal cortex. The lateral prefrontal cortex
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can be further subdivided into the dorsolateral prefrontal cortex (which selects
the information) and the ventrolateral prefrontal cortex (which stores the
information). The medial prefrontal cortex can also be subdivided into two
important areas: the anterior cingulate cortex (which identifies the errors of
specific behaviour) and the superior frontal gyrus which seems to be involved
in the selection and the execution of a task (Rushworth ez al. 2004). In reality,
these anatomic-functional subdivisions and their implications on behaviour are
not always so clear-cut. In fact, between anatomic areas and functions it is not
infrequent that overlapping levels are observed, a fact that encourages
researchers to be very careful when defining the role of different frontal and
prefrontal areas.

This intricate neuronal geography propels us to reconsider the integration
processes between frontal and prefrontal areas, whose collaboration creates
that complex phenomenon called motor control, the dynamics of which are in
some ways the opposite of those of perception. Indeed, if perceiving means
putting the external world into an image, acting means representing to oneself
the desired consequences of a movement which is being carried out while it is
being carried out. In this sense, the execution of a movement has to do with a
representation of the environment, beginning with the information made
available by the parietal cortex and by the hippocampus which, as is known, is a
structure involved in numerous aspects of spatial memory (Oliverio
2008).This information passes to the premotor cortex which, so to say,
‘projects’ the movement and, finally, to the motor cortex which carries out the
action.

As we have seen, motor control and its execution depend on cortical and
subcortical structures, among which we find the basal ganglia that play a
fundamental role in the control of spatial memories, of motor actions in a
specific context and of the motivational components of learning. In this
schema, the cortex and the basal ganglia plan the action, the execution of the
movement and the control over its state of execution, in close collaboration
with the cerebellum, the red nucleus, the striated muscle and other subcortical
structures. For almost a century and a half, motor functions were instead
considered to be directly dependent on superordinate structures, such as
cortical ones, considered to be the basis of higher cognitive activities:
rationality, creativity, and thought. In reality, thought activities and motor
activities (even when only representational) are always closely correlated.
Whether imagining, planning or acting, it is always the same area of the brain
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that is activated. The planning of an action always, in fact, requires the
prediction of its consequences, and this type of prediction is the result of
model action activity (Oliverio 2008).

The tendency to separate mental functions from the body has negative
consequences. Whether dealing with language or other cognitive and
perceptive functions, the mind is profoundly influenced by the motor sphere,
which in turn depends on older structures such as the cortex, the basal ganglia
and the cerebellum. The prevalence of a hierarchically superordinate vision of
the mind (to the detriment of the motor sphere) has depended on true and
proper philosophical misunderstandings, which are worth examining briefly. In
contrast with the arguments that identify him as the greatest driving force
behind modern philosophical dualism, Descartes shed light on the intimate
and immediate relationship between mind and body. In the sixth of the
Meditations on First Philosophy, the French philosopher argues that nature
teaches him

[...] through these very feelings of pain, hunger, thirst, and so forth, that I am
not present in my body only as a pilot is present in a ship, but that I am very
closely conjoined to it and, so to speak, fused with it, so as to form a single
entity with it. For otherwise, when the body is injured, I, who am nothing other
than a thinking thing, would not feel pain as a result, but would perceive the
injury purely intellectually, as the pilot perceives by sight any damage occurring
to his ship; and when the body lacks food or drink, I would understand this
explicitly, instead of having confused feelings of hunger and thirst. (Descartes
2008, p. 57)

Descartes affirms that we are joined to our body, that the mind is mixed with
the body as though it were one entity and that we are conscious of what
happens in our body, although in a different way from how we are conscious of
objects external to the body. In short, we do not look at our body as we look at
other things. We do not have to check, for example, the position of our legs or
whether we have our hands in our pockets. We know this information without
having to verify it. Unlike those patients who, because of a vascular accident or
another cerebral lesion, have lost the sense of the body’s movement and of their
own position in the space around them. As is known, in order to be aware of
movement and of their own position these patients have to check the position
of their own body, just as the Cartesian “pilot” looks at his own ship.

Beyond the necessary rereading of Cartesian philosophy, in evolutionary
terms the human nervous system developed mainly in order to coordinate
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perception and body movements and to increase efficiency in activities
essential for survival such as hunting, coupling and raising offspring. As
paradoxical as it may seem, evolution has favoured the development of
knowledge for efficient action, not so much for reflection. James asks himself
whether the simple idea of the effects of a movement is a sufficient motor
stimulus or whether there is an additional mental antecedent, such as a
decision or some other analogous phenomenon, in order to which there may be
movement (James 1952). He advances the idea that a movement is always
associated with a representation of its consequences and that every
representation of a movement reawakens with the maximum level of intensity
the real movement, every time it is not impeded by an antagonistic idea
simultaneously present in the mind (James 1952). Following along the lines of
Lotze, who believed that the imagination of a movement activated the same
structures involved in its execution, James suggests that consciousness is
always the consciousness of an action.

5. DECISIONS OF CONSCIOUSNESS

During its different evolutionary stages biological life on our planet produced
two main adaptations: to begin with it imprinted elements into the genetic code
that would facilitate the periodic variability to environmental changes such as
light, temperature, precipitation and still others; and secondly it equipped the
animal nervous system with structures that would guarantee the sensory and
motor activities developed through time (Maldonato and Dell’Orco 2010).
Compared with higher animals human beings also have an internal
representation of time, and this originates in the birth of conscious experience.
It is through the conscious perception of time that, over the course of
evolution, human beings have been able to achieve enormous adaptive and
reproductive advantages.

As a neurobiological phenomenon distinct from awareness, consciousness
originates in the cortical-subcortical space, even if it is only in the cerebral
cortex that the experience of time is realized, that is, the unmistakable
individual impression of continuous past experiences that is bound together
with future expectations. And it is always in the cortex that the unification of
time takes place, realized through the combination between nervous circuits
and our conscious experience, to which we can add through introspection and
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accounts in the ‘third person’. Although it is an essential characteristic of
consciousness, we know little about time. These notions revolve around the
categories of succession and duration (Fraisse 1987). Succession implies the
eminently cognitive distinction between the simultaneity and the sequence of a
number of events — although not in an absolute sense, because when temporal
scales of tens of milliseconds are used the reliability of our judgement becomes
more uncertain. Duration instead implies the ability to understand sequential
perceptive events as though they were simultaneous, that is to “feel” the interval
of time without discontinuity. In 7ime and Free Will: An Essay on the
Immediate Data of Consciousness (1910), Bergson problematizes the
spatialized vision of duration of the positive sciences by identifying two
dimensions of conscious life: a superficial I, which is built on cognitive issues;
and a fundamental I, which is built through the synthesis of consciousness.
Before Bergson, it was the Eleatic philosophers and later Saint Augustine ( 7he
Confessions) who shed light on the problematic nature of the concept of the
Present and who questioned time as the succession of present moments. How
short can a moment be, that changing interval that flows from the past to the
future and vice versa? According to James (1952) our consciousness of time
originates in different speeds, which depend on the number of events or
changes that we experience in a certain interval (neuroscientists would speak
of a minimum necessary time for the emergence of neural events correlated to a
cognitive event). This immaterial structure has been interpreted as the
phenomenon of surfaces of a neural integration at wide range, tied to a diffuse
synchrony: this being an interpretation that could clarify, through a dynamic
reconstruction, both the invariant nature of events and the synchronization
process of tangible experience (Petitot eral. 1999).

In reality, there is no agreement on the nature of the processes at the basis
of succession and duration. In general, the most accredited hypothesis is that
the perception of time takes place around the following orders of magnitude:
below one hundred milliseconds it is possible to distinguish the beginning and
the end of an event, its instantaneity; past five seconds the perception of the
duration seems to be cut in half by memory (Fraisse 1987). The ‘moments’ of
this deceptive present are believed to oscillate between 100 milliseconds and 5
seconds. Other hypotheses indicate that at the foundation of consciousness is a
mechanism of temporal unification of neuronal activities that synchronizes
impulses in medium oscillations of 40 Hz (Crick 1994). These oscillations are
not believed to codify additional information, but they are thought to unify part
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of the existing information in a coherent perception. Our consciousness,
therefore, would not be generated by the action of a specific zone of the brain,
but by the concomitant activation of a series of neurons distributed in the
brain. Such oscillations are a necessary but insufficient condition for the
production of conscious experience.

The phenomena of general neuronal activity as seen by EEG originate in
the activation, parallel inhibition and synchronization of multiple neuronal
circuits. This is a dynamic balance, in which every event, lasting from 100 to
200 milliseconds, reflects the activation of a distributed and parallel neural
network that is translated into the contents of consciousness, such as an
abstract thought or a visual image (Le Van Quyen ez a/ 1997). In certain
conditions, there are areas in which neuronal oscillations play a crucial role. In
addition, certain states of consciousness (alertness, falling asleep, waking, etc.)
and pathologies such as depression, epilepsy, and Parkinson’s disease cause
different registrations of thalamic-cortical rthythms (Charney er al. 1996),
whose duration varies with the variation of clinical populations. For example,
in paranoid schizophrenics they are shorter (Torrey ez al. 1994), whereas in
manic patients the rhythms show continuous changes (Goodwin and Jamison
1990) and so on. It is not implausible to maintain that these neuronal
harmonies and discords give way to the emerging phenomena that make
subjective experience possible. A thus-constructed model would allow us to do
without metaphysical entities such as the central theatre of Baars (1997), the
homunculus of Dennett (2005) or any other metaphysical entity, letting the I
of neuronal organization emerge and, therefore, the subjectivity of the physical
brain. Careful reflection on the concept of temporality encourages the
reconsideration of some aspects of consciousness that seem obvious. The first
aspect to be reconsidered is the unity of conscious experience, which
disappears as soon as it is considered on the basis of time scales of milliseconds
(Roeckelein 2000); the second is immediacy, a phenomenon sometimes too
quickly attributed to consciousness. We have already seen previously how
continuous visual information is connected to different processes that require
certain intervals of time. Furthermore, the milliseconds relating to the duration
of these processes are irrelevant (Richelle er al 1985) and no piece of
information can reach consciousness until at least half a second has passed
after its arrival in the cerebral cortex.

In reality, experimental research has yet to propose convincing solutions
for the problem of the experience of time. This is perhaps because this
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disconcerting enigma is different from the one relating to the cerebral areas
and structures that are at the origin of phenomena and experiences, which can
be studied today through brain imaging methods (Posner and Raichle 1994,
Zeman 2001). As the origin and structure of consciousness, temporality joins
together the different levels of neurophysiological and phenomenological
reflection. An efficient research method is composed of cerebral activation
studies (PET, fMRI, MEG, event-related potentials) which allow for the
exploration of the central nervous system before and after an adequate
stimulus: the presentation of ambiguous visual stimuli, the transition from
general anaesthesia to reawakening, the passage from a vegetative state to a
minimally conscious one and still others. For example, the rekindling of the
activity of the re-entering thalamic-cortical circuits, in a patient who was first
‘vegetative’ and then ‘minimally conscious’, shows the importance of the role
of the connections between the intralaminar nuclei of the thalamus and the
frontal and parietal associative cortices in the maintaining of consciousness.
Here, a fundamental task is performed by the Ascending Reticular Activating
System (ARAS) — a system composed of the reticular formation, the thalamus
and the thalamic-cortical projection system — which presides over the diffuse
activation of the cerebral cortex in states of wakefulness and alertness, states
necessary for the formulation of the contents of consciousness (Moruzzi and
Magoun 1949). This is a distributed system, not circumscribable to the
reticular nuclei of the encephalic trunk (Plum and Posner 2000) that projects
itself in a descending direction towards the spinal cord and, in an ascending
direction, towards the cerebral hemispheres. Each one of its constituent nuclei
has particular anatomic, physiological and biochemical characteristics: those
that modulate the functioning of the cortex reside in the upper two thirds of the
pontine tegmentum, others in the lower third of the pons and in the bulb — that
is why, in stroke patients, isolated lesions of the pons can cause a coma even in
the absence of mesencephalic damages (Wilkinson and Lennox 2007). Itis not
without significance, moreover, that some nuclei of the cerebral trunk surpass
the thalamus in order to connect directly with the frontal-basal cortex, from
which the bilateral projections diffused to the cerebral cortex originate; or that
other nuclei go beyond both the thalamus and the frontal-basal cortex to reach
wide areas of the cerebral cortex; or that, finally, other nuclei are connected
with the reticular nucleus of the thalamus and not with the intralaminar nuclei.
This unique neuronal geography allows us to consider the functions of the
ARAS as being much more wide-ranging and complex than those linked to the
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simple ‘desynchronization’ of the cerebral cortex (Mancia 1994), also essential
to the state of wakefulness and attention. Then there are the non-specific
thalamic-cortical projections, such as the activation of the thalamic-cortical
circuit at a high oscillatory frequency, projections fundamental to the essential
functions of consciousness. Studies on cerebral activation (Laureys er al.
2004) have demonstrated that, in patients in a vegetative state (a state of
wakefulness without content), the connectivity between cerebral areas that are
normally connected is lost: in particular, between the primary cortical areas
and the associative multimodal ones (the prefrontal, premotor, and parietal-
temporal areas, the cortex of the posterior and precuneous gyrus cingulate) or
between these cortical areas and the thalami. This leads one to wonder whether
the exclusive role of ARAS in determining consciousness should not be
reconsidered, rethinking consciousness as the effect of the interaction of an
enormous variety of qualia and of distinct perceptions implied in the
distributed and dynamic activity of the thalamic-cortical nucleus.

In general, consciousness is a stable and at the same time variable temporal
event generated by an interaction of different levels — neural infrastructures,
qualitative-subjective experiences and functional units — that are logically
interrelated. This is a structure-function that is radically different from the
other phenomena of the natural world (Maldonato 2007), one that emerges
through an order in which the schema produced by the system’s elements
cannot be explained by the individual action of the system’s single
constituents, but rather by the synergy between its elements: this being a
phenomenon that can be found both in elementary environments and in
extremely complex ones.

There now seems to be a general consensus that at the basis of
consciousness there is synchronization between different cerebral regions, and
that this form of temporalization constitutes a deciding factor in the integration
processes of neuronal information. However, the question remains open as to
the nature of the passage from the neuronal level to that of perception and,
finally, consciousness. It is not enough, in fact, to postulate an explanatory
principle (chronological time or any other synchronizing function) without
taking the mechanisms for accomplishment into account. Varela (1996) has
long insisted on the necessity of considering consciousness as an emerging
phenomenon, in which local events can give rise to properties or global objects
in a reciprocal causal co-involvement. These are structural invariants
incompatible with the continuous representation of linear time inherited from
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classical physics (Prigogine 1986, 1997). More recent theories on
consciousness hypothesize a minimum necessary amount of time for the
emergence of neural events that connect themselves to a cognitive event
(Dennett and Kinsbourne 1992). This temporality can plausibly be attributed
to long-range cerebral integration linked to diffuse synchrony: an event that
would shed light on phenomenological invariants, restoring tangible
experiential content to the synchronization process.

For a long time scholars focused on the concept of the unitarity and the
permanence of consciousness in time. Today, instead, numerous studies show
that consciousness is a plural process that encompasses different contents in
itself simultaneously, each element of which has its own intentionality (Zeki
2003, O’Brien and Opie 2000).

But what are the biophysical mechanisms of the unified experience of
consciousness? And how does this internal plurality unify the different
contents? There seem to be two possible models. The first model hypothesizes
that consciousness is generated by a central neural system, in which duly
integrated information is first represented and then brought to consciousness.
In this schema consciousness appears to be the result of the work of the central
neural system that generates different contents and representations, a
phenomenon taking place exclusively in the brain. In the second model the
simultaneous co-activation of the contents generated by distributed structures
in the brain are believed to give rise, ultimately, to the phenomenon of
consciousness. Consciousness would in this way be generated by distributed
cerebral mechanisms — both cortical and subcortical — the contents of which,
each element being independent one from the other, are exposed to
intrasensory and intersensory (environmental) influences. The contents of the
distributed cerebral mechanisms and the intrasensory and intersensory
influences affect each other reciprocally and thus co-determine conscious
experience. It is in this fine line that the distinction between a unitary model
and a plural model of consciousness lies.

Ramachandran (2004) has a number of times discussed the plausibility of a
model that integrates visual, auditory, tactile and proprioceptive experiences as
well as other experiences. These individual spheres, in a relatively independent
way, can be altered or neutralized without influencing the other spheres.
Experimental evidence relating to the consequences of lesions and ablation of
cerebral areas show that if, on the one hand, it is possible to lose the capacity to
visually grasp movement, conserving however the other aspects of visual
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experience (Zeki and Bartels 1998), on the other hand, it is possible to lose
the sensation of colour, without losing visual experience and the experience of
movement. Studies on the deficits caused by lesions on the level and kind of
functional specialization and cerebral localization have shown that the brain
works on a large scale, between procedures and domains that are reflected in
specific anatomical districts (primary visual processing in the occipital cortex,
auditory processing in the temporal cortex, planning and memory processing
in the frontal cortex), while specific functions are realized in well-demarcated
anatomical districts and locations (for example, the visual motor function takes
place in area V5 and that of colour in V4). The zones of the brain that program
particular informational content are those in which the contents come into
consciousness. For example, different events from a visual scene, presented
simultaneously, are not perceived with the same duration. This multiple
asynchrony seems to prove that consciousness is the integrated result of
countless micro events more than a unitary faculty (Zeki 2003).

But how can these multiple neural events restore to us the impression of a
unitary subjectivity? And which paths lead to the composition of the Self and of
consciousness? Concepts such as ‘unitary subjectivity” and the “Self” remain
problematic. Here, we will limit ourselves to affirming that the Self emerges
when the individual events produced by the brain are sufficientdy
representational, coherent and close-knit. In the absence of neurological and
psychiatric disorders, we experience a structured world of distinct objects
ordered in space, organized according to regularities and contents within
meaningful spatial-temporal schemas: extramodal contents (colours, forms,
etc.) and intramodal contents (proprioceptive, auditory and visual). In reality
representational cohesion is not an invariant characteristic of conscious
experience, but the result of a selection through which the brain searches for
the path of its own integration. Ultimately, the Self has to do with a regulatory
activity of consciousness that processes and maintains such plurality in an
interweaving of local contents in contact with each other. In such a model,
consciousness appears not as a hierarchical entity, but as a multiple horizontal
entity, whose representational cohesion is carried out by thalamic-cortical and
cortico-cortical distributed circuits. All conscious experiences, beginning with
those that are qualitative (qualia), become unified within the field of
consciousness. In this sense, unity is implicit in qualitative subjectivity. But if
our consciousness is determined by the play between these innumerable
dynamics, then there are not only different conscious states unified in
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subjectivity, but also aggregate underlying fields of consciousness. In other
words, the unitarity of consciousness follows subjectivity and quality because
there is no way to have subjectivity and quality without unity.

The issue of conscious subjectivity goes beyond the search for its neuronal
correlates and even beyond the conceptual contraposition between
consciousness and the unconscious. For example, in the phenomenon of vision
the methodologically relevant question certainly concerns the neural
coordinates of consciousness, but above all it regards the way in which visual
experiences enter and become part of the conscious sphere. If the
infrastructure behind the field of consciousness is the thalamic-cortical system
— which reprocesses the information originating from the different districts in
various sensory forms (visual, tactile, auditory and so on) — from its operational
neural levels one could remount to the structure of visual consciousness, of
qualia, of temporal experience and still more. Nevertheless, the brain cannot
generate conscious experience on its own: it is, in fact, only a necessary
condition so that countless neuronal micro events may generate conscious
perceptions of the world’s objects (Varela ez al 1992). In this sense, an in-
depth study of consciousness requires multi-level explanatory criteria: a
quantitative-categorial criterion (attention, alertness, sleep, and coma); a
qualitative-dimensional criterion (subjective experiences such as sensations,
thoughts, and emotions); and a final criterion for the analysis of the different
synchronic (the field of consciousness) and diachronic (the I and personality)
types and levels of consciousness. At the present day, almost no one among
scholars maintains that consciousness is characterized by a strict alternation
between states of wakefulness and sleep. The constant variability of
consciousness is demonstrated by numerous situations: from the clear and
ready alertness of an airplane pilot to the attention levels of a student immersed
in speculation; from the concentration of a monk in contemplation to the labile
alertness of a drowsy or distracted individual. Something analogous can be said
of sleep, which through the study of EEG correlates can be analyzed according
to different qualitative and quantitative criteria (Mancia 1994). It must be
noted, furthermore, that levels of consciousness are conditioned not only by
physiological variations of the sleep-wakefulness rhythm, but also by the
ingestion of anaesthetic drugs (which reduce the level of consciousness) or
psychoactive substances (which increase attention levels).

Studies conducted on experimental animal models have shown that among
the cerebral structures involved in the modulation of alertness are the /ocus



116 Humana.Mente - Issue 15 - January 2011

coeruleus (with adrenergic projection), the posterior portion of the
hypothalamus (with histaminergic projection), other brainstem nuclei (with
serotonergic and dopaminergic projection) and, above all, the intralaminar
nuclei of the thalamus. The latter, in particular, play the essential role of
synaptic relay for the diffuse cortical paths that regulate the synchronization of
the cortical electrical activity registered by EEG. A lesion of these centres can
cause a coma and vegetative states measurable using criteria such as those of
the Glasgow Coma Scale (Teasdale and Jennett 1974). Expressions such as a
loss of consciousness, a reduction of the level of consciousness, regaining
consciousness, and others refer to this meaning of the term, essentially
overlapping with the concept of awareness.

6. CONCLUSIONS

In this essay, it has been shown how numerous aspects of motor planning and
of the intentional perception of an agent do not appear on the conscious level.
The integration between these levels has a concrete meaning, which has effects
on those conceptions of the mind that have been at the centre of the
philosophical debates on the philosophy of action. Varela (1996) highlighted
the role played by the body on the dynamics of perception; however, his
reflection is still “disembodied”, that is without empirical support. According
to Berthoz (1998), the body is not only a thing, a potential scientific object of
study, but also the necessary condition of experience. It constitutes the
perceptive opening to the world: the primacy of perception is a primacy of
experience, when perception reassumes an active and constitutive role and can
be at the basis of action.

In the embryonic, fetal and infancy stages, action precedes sensation and
not the opposite: first reflex movements are carried out and after they are
perceived. We are normally led to emphasize sensations and perception, and
particularly to retain that movement is essentially dependent on them. On the
contrary, we could represent this sequence inversely through a schema in
which one begins with movement in order to then consider the consequences
that this has on the surrounding environment, namely the perception of the
consequences and the modifications that this has on subsequent movements.
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ABSTRACT

Phenomenology is a method for thinking the (ontological) novelty of things, as
irreducible to their (physical, biological, psychological) foundations. In this
paper I shall exemplify this claim by addressing a question debated in
contemporary philosophy of mind, analytical ontology, moral and natural
philosophy, namely: what makes a human person out of a member of the
biological species homo sapiens? A set of socially transmitted rules, a second
cultural nature, seems to be a necessary condition for what we called primary
self-constitution, the emergence of a “normally” behaving human subject.
Epistemic trust is the basic condition for this transmission. The arguments for
my claim are part of a general theory of acts, including voluntary actions,
mental acts, speech acts and social acts, providing the foundation for a theory
of personal identity and research in the field of social cognition.

Trust is a very intriguing subject for a phenomenologist. For phenomenology
itself can be defined as a way of thinking based on the exercise of trust — albeit a
peculiar kind of trust, that I'll term epistemic trust.

1. EPISTEMIC TRUST AND THE CULTURE OF SUSPICION

Phenomenology has been here for a century, and yet very few people do really
understand its novelty. Too many thinkers or just scholars have usurped its
beautiful name, without sharing in the least its spirit, without applying or
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developing the methods for philosophical research on vital topics in our
contemporary world, for which it had been devised.

What s, in fact, the spirit of phenomenology? I'll try to summarize it by this
very notion of epistemic trust. I'll define epistemic trust as the systematic
adoption of following key-principle: (ET) Nothing appears in vain (without a
foundation in reality) — of course the reverse is not true: There is much more to
discover in reality than what appears (otherwise no research would be needed,
and we would be omniscient).

Epistemic trust is a style of thinking, which might be clarified through some
more definite methodological principles. In this presentation I do not want to
getinto methodological details, though. The first thing I want to convey by this
formula is that phenomenology has been so widely misunderstood, because we
have not yet — not in the least — understood the whole depth of Plato’s
summons: sozein ta fainomena, to “save” phenomena. That is, things which are
seen, things which appear, fainomenaindeed.

Phenomenology so characterized seems to radically escape what the French
philosopher Paul Ricoeur termed the “culture of suspicion”. Under such a
phrase I understand the mental attitude quite opposed to epistemic trust: a
complete lack of confidence in the world of phenomena, that is in the ordinary
world of our daily experience. This is both faithful and unfaithful to Ricoeur’s
own understanding of his phrase.

Faithful, on one hand. In his highly influential work, Freud and Philosophy,
Ricoeur (1970) draws attention to three key intellectual figures of the
twentieth century who, in their different ways, sought to unmask, demystify,
and expose the real from the apparent; «Three masters, seemingly mutually
exclusive, dominate the school of suspicion: Marx, Nietszche, and Freud»
(Ricoeur 1970, p. 32).

On the other hand, Ricoeur’s analysis focuses on a supposed false
consciousness haunting — according to the three masters — a particular kind of
experience — namely, religious experience. Religion is not about what it seems
to be about. According to Marx, while religion appeared to be concerned with
the lofty issues of transcendence and personal salvation, in reality its true
function was to provide a “flight from the reality of inhuman working
conditions” and to make “the misery of life more endurable”. Religion in this
way served as “the opium of the people”. Similarly, Nietzsche unmasks religion
to reveal it as the refuge of the weak. Likewise with Freud, the same pattern of
“unmasking” to reveal and distinguish “the real” from the “apparent” is
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evident in his analysis of religion. So, while religion was perceived to be a
legitimate source of comfort and hope when one is faced with the difficulties of
life, in reality religion was an illusion that merely expressed one’s wish for a
father-God.

In this respect, my understanding of Ricoeur’s dictum is slightly unfaithful
to his own. For a false consciousness is no actual experience. Ricoeur himself
insisted that it would be a mistake to view the three as masters of scepticism.
They are involved with destroying established ideas, not with criticising
authentic experience. Quoting Ricoeur himself:

All three clear the horizon for a more authentic word, for a new reign of Truth,
not only by means of a “destructive” critique, but by the invention of an art of
interpreting. (Ricoeur 1970, p. 33)

All three, for Ricoeur, «represent three convergent procedures of
demystification» (Ricoeur 1970, p. 34).

Once a false consciousness is demystified, authentic experience can take
place again, and reality revealed, within the limits of an age’s conceptual and
cultural means. In this respect, the masters of suspicions are no masters of
scepticism.

Now, independently of Ricoeur’s purpose, I do believe that our age 7s an
age of scepticism, thereby interpreting the school of suspicion in a much more
radical way, namely as a school of complete lack of confidence in the
truthfulness of experience itself.

1. SCEPTICISM AND PHENOMENOLOGY

Philosophy of nature as well as philosophy of culture has proposed many
reasons to doubt that things are as they appear, over the last century. The
“culture of suspicion” — in my radical interpretation — that is a majority of
continental philosophers of the twentieth century, on the one side, and the
mainstream naturalism striving toward an image of the world compatible with
contemporary science on the other side, suggests that our experience (and our
moral experience quite particularly) is a pervasive, systematic illusion. They
could be right.

Why has this happened? The story would be too long to tell: we shall limit
ourselves to pointing to the two mentioned contemporary forms of scepticism
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concerning visible things — or the visible and sensible life-world: which we may
term as Post-modern Relativism and Reductive Materialism.

The first one has been the dominant philosophy of culture, whereas the
second one has been the dominant natural philosophy of man and his mind.
Both represent a form of scepticism relative to the immediately given things of
our life-world, including ourselves, human persons.

According to post-modernism no real epistemic credit can be given to
immediate cognition or consciousness — no form of intuition, acquaintance,
perception, feeling is a mode of veridical experience, the world being as it were
wrapped up in language, culture, interpretations.

But according to reductive materialism, phenomena are epi-phenomena,
just shadows or dreams caused by a completely different reality. Take for
example Daniel Dennett’s (1991), “the phenomenological garden”: we do not
find a description of a real scene like this one, or of a fictional one, similar
enough to a human life-world of the Twentieth century on earth, but just a list
of qualia, or sense data, in three classes:

1. “Experiences” of the outer world, such as views, sounds, smells,
sensations of slippery or rough, of warm and cold, and of our body’s
position;

2. “Experiences” of the inner world, such as imaged views and sounds,
memories, ideas and insights;

3. “Experiences” of emotions and feelings.

All that is purely “subjective”, that is belonging to what contemporary
philosophers of mind call “phenomenal consciousness™, the “hard problem™ of
consciousness, i.e., phenomenal consciousness.

Actually, questioning the reliability of sensory and sensible experience has
been a main trend in the history of modern philosophy, starting indeed from
Descartes doubt, going on with Galileo and Locke’s expulsion of secondary
qualities from the furniture of the real world... Yet the “age of suspicion”
induced by modern science on the world of everyday experience was at its
beginnings in Descartes’ days. Nowadays we can perfectly conceive of a world
such as that of Matrix, where no experienced object is really as it appears:
steaks are nothing but tasty qualia and people themselves are nothing but the
characters of a (shared) dream, while their true life is lived somewhere else...
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In fact, the “phenomenological garden” of Dennett, or the world of Matrix,
is just a set of beautifully arranged qualia, which would support the universal
negation of our Principle of epistemic trust:

(N) All appears in vain

(N) supports a version of (epi)phenomenalism. And phenomenalism is
surely no phenomenology, but the very opposite way of thinking: a
radical form of scepticism about phenomena.

Take any issue in contemporary philosophy of mind: the “hard problem” of
consciousness, that is the nature of any form of direct cognition, such as
perception, emotion, empathy, self-perception; or the nature of the self; or -
most important for meta-ethics and legal philosophy — the issue of free will. All
of them can be reduced to the general problem of epistemic trust, that is, of
reliability of ordinary experience. This is particularly clear with free will.

There is no doubt that we experience free will as the power to determine
ourselves to an action, usually in the presence of alternative possible actions;
moreover, such an experience seems to be constitutive of our personal and
moral identity. Through the decisions I make I assert my identity, stating who [
am and projecting the one I shall be — on the background of what I have been.
And this is not only true from a first person point of view. I learn to know other
people from their actions, through the emotions, the sentiments that their
voluntary actions arouse in me: gratitude, grudge, admiration, disdain — and
the corresponding value judgments. All the realm of moral experience
supposes that we do in fact enjoy free will.

2. CAN WE TAKE EXPERIENCE SERIOUSLY?

The question is whether this kind of experience is valid — even though its
fallibility, as any other experience of reality — or whether it is systematically
deceptive: whether it can be veridical or not, whether it does correspond to
something beyond the experience itself, in reality. This is the general meaning
of most philosophical questions today, and free will is just a privileged issue to
focus oniit.

Now, moral experience is just a part of value-experience (morally good or
bad, and all of the virtues and vices, are, respectively, positive or negative
values of voluntary actions, or habits). In order to take moral experience
seriously, I first have to take value-experience seriously. Morality presupposes
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that there are things of value, negative and positive; that there are things and
states of affair which are valuable in some respect (pleasant or unpleasant,
beautiful or ugly, precious or cheap, holy or unholy etc.), and even more or less
valuable.

Moral goodness, in fact, can be defined as the property of a voluntary action
(or behaviour, or habits, or intention) aiming at realizing the higher possible
value in the given situation.

More specifically, the human world is full of wrongs, for example of killings,
frauds, act of violence etc.; moreover, there are lots of things which seem unfair
even when there is nobody acting unjustly (e.g., depending on economy or
social relations), there are vulgar attitudes and ugly pictures etc.

Am [ justified in taking all this experience seriously? That is, in considering
experience, including moral and value experience, either as reliable or as at
least correctible, in any case as such, that we can learn from it, use it as
evidence for our judgements and inferences, etc.? Has our experience
generally a cognitive value? And if perception does, why emotion should not?

Let’s consider my indignation at a base act, like cheating a defenceless
child. In order to take this experience seriously, I must believe: (1) that the
agent acted freely, and that free will is no illusion; (2) that the action is actually
base, a moral wrong, hence that there are negative or inferior values that the
action realizes instead of positive or higher ones.

Hence in order to take my indignation seriously I must entertain a) an
ontological b) an axiological belief.

Am [ justified in having this kind of beliefs? The question is: can beliefs of
this kind be true and justifiable, even if they were not justified in this particular
case?

3. EPISTEMIC TRUST AND PERSONHOOD

The answer is yes, only in case (ET) is true. In fact, phenomenology is born to
oppose scepticism concerning the phenomenal world, be it of a post-modern
relativist, or of a reductive materialist kind.

Why should we adopt epistemic trust instead of scepticism, or
phenomenology instead of phenomenalism?

I’ll argue that epistemic trust is a necessary condition for human animals to
become persons, that is, reasonable or responsible agents. The point of the
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argument is that, if [ am right, no human animal can become a subject of acts,
or develop a selthood, without entertaining a relation to reality which is a
relation of epistemic adequacy — as opposed to simple biological adaptation. In
other words, one does not become a normal, autonomous individual of the
human kind without entertaining a relation with truth and falsity: a relation
which is fundamental even before being voluntary, or conscious.

Let us begin by quoting a passage from a social phenomenologist, Peter L.
Berger:

To become a parent is to take on the role of world-builder and world protector.
The role that a parent takes on represents not only the order of this or that
society, but order as such, the underlying order of the universe that it makes
sense to trust. (Berger 1995, p. 55)

«Bverything is in order, everything is all right» (p. 55) - that is the kind of
sentence by which any parent reassures her children. This phrase, Berger says,
can be expanded into an assertion of cosmic scope: “Be confident. Trust what
there is”. He goes on:

This is precisely what the formula intrinsically implies. And if we are to believe
the child psychology [...] this is an experience that is absolutely essential to the
process of becoming a human person. Put differently, at the very centre of the
process of becoming fully human at the core of humanities, we find an
experience of trust in the order of reality. (Berger 1995, p. 55, 56)

We must be more analytic to understand the deep issue which is at stake in this
passage. What is being “built” in the relation between a parent and a newborn
child is what phenomenologists call the self-evidence of the life world, or, as
Erwin Straus has it, the axiomatic of the everyday world: to sum up, the
fundamentals of that shared tacit knowledge, mostly practical knowledge, know
how or “sich bekennen”, being familiar with, that is common sense. Husserl
introduces the concept of transcendental trust: i.e., the confident expectation
that experience keeps going on in the same constitutive style, or according to
the same constitutive rules (Formal and transcendental logic). The real world,
Husserl underlines, «exists only on the assumption, constantly prescribed, that
experience keeps going on in this same constitutive style» (Husserl 1929)." L.
Binswanger quotes this passage from Husserl in order to emphasize the tragic
loss of “natural evidence” (nadirliche Selbstverstindlichkerr) which can take

' Quoted by L. Binswanger (1960, p. 24 ; the translation is mine).
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place in schizophrenia or major depression, when the patient experiences “the
end of the world”. Actually this lost of transcendental trust is the loss of
“normality” — the loss of reason and even personal identity, the very basis of
severe psychopathologies.

John Searle calls “background” this largely shared set of tacit cognitions
and abilities which are, according to him, no intentional states (beliefs or
intentions), but allow intentional states to refer or to have conditions of
satisfaction. This background contains the enormous number of implicit
norms, or patterns of “normal” behaviour, that we follow when dressing up
(order of suits, socks, shoes) or cutting a cake (one does not cut it like one cuts
the grass), even if any explicit direction about how to act correctly is missing.
But, as we learn how to behave more or less adequately by “doing with”, or
taking part in common activities, sharing ordinary life, so we learn how to
respond in appropriate ways to events in the environment by sharing
experiences, “right” ways of perceiving and feeling.

As flourishing researches in social ontology and social cognition have
shown, we — the “neotenic” animals, the ones whose training to autonomous
life is the longest one — learn by shared intentionality the right ways to be and
act in the world. How do we achieve this apprenticeship of reality?

The key-notion of this account is a concept playing a very basic role in
Husserl’s phenomenology, namely that of Position (Stellungnahme). What
follows can also be read as a commentary of a very deep dictum by Husserl,
describing the very nature of personal life: “Alles Leben ist Stellungnahme ™.

Mental life is usually described as a sequence of mental states. This
description, current in contemporary philosophy of mind, is unfaithful to
mental life of a person. Personal life is no sheer sequence of mental states (such
is a dream) but rather a motivational connection of acts. Let me quote two
passages by Husserl, where he points out the relation between positionality
and normativity - or, as  would say, “normality” of our mental life:

Alles Leben ist Stellungnehmen, alles Stellungnehmen steht unter einem
Sollen, einer Rechtssprechung iiber Giiltigkeit oder Ungiiltigkeit, nach
pritendierten Normen von absoluter Geltung. Solange diese Normen
unangefochten, durch keine Skepsis bedroht und verspottet waren, gab es nur
eine Lebensfrage, wie ihnen praktsch am besten zu geniigen sei. Wie aber
jetzt, wo alle und jede Normen bestritten oder empirisch verfilscht und ihrer
idealen Geltung beraubt werden? (Husserl 1987)
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In order to understand this passage better, we must recall that central
achievement of Husserl’s which is his unified theory of reason (theoretic,
axiological, practical), as the realm of acts subject to normativity, or the
distinction right/wrong. Here is a passage nicely summarizing that
achievement:

Der Deutlichkeit halber bemerke ich, dass das Wort Vernunft hier nicht im
Sinne eines menschlichen Seelenvermogens, sondern einen Titel fur die
wesensmissig  geschlossene Klasse von Akten und ihre zugehorigen
Aktkorrelaten  befasst, die unter Ideen der Rechumissigkeit und
Unrechtmissigkeit, korrelativ der Wahrheit und Falschheit, des Bestehens und
Nichtbestehens usw. stehen. Soviel Grundarten von Akten wir scheiden
konnen, fiir welche dies gilt, soviel Grundarten der Vernunft. (Husserl 1988)

This way, the whole set of “intentionalen Erlebnisse” — that is “Akze”,
partitioned into the three classes of cognitive or “doxic”, axiologic or
“wertende”, practical or conative “Erlebnisse” are described as subject to
normativity. The life of reason starts with the life of a person, permeates all her
experiences, perceptions, feelings, intentions, desires, decisions... A very
“aristotelian” picture indeed, very far from Cartesian and post-Cartesian
dualism of mind and body, reasons and passions etc.

Normativity is an essential feature of intentionality, though a very neglected
one both in continental and analytic philosophy of mind: yet it pervades the
whole extent of our mental life. This is a deep insight phenomenology offers,
suggesting that we should look at personhood as the condition of what we may
call “the normative animal”. A description of what we mean by “normative
animal” can be found in this remarkable passage by Edmund Husserl:

Das Tier lebt unter bloBen Instinkten, der Mensch auch unter Normen. Durch
alle Arten «von» BewuBtseinsakten geht ein damit verflochtenes normatives
BewuBtsein von richtig und unrichtig (schicklich, unschicklich, schon, hiBlich,
zweckmiBig, unzweckmifig usw.) und motiviert ein entsprechendes
erkennendes, wertendes, dinglich und gesellschaftlich wirkendes Handeln.
(Husserl 1989)

Consciousness and normativity are essentially bound in our life. Now, how is
this possible, from its very beginning? For, according to this description, we
do not first perceive, feel or act and only later learn to perceive, feel or act
adequately; we are subject to normativity from the very beginning. We
experience the world in such a way as to be at least able to learn from our
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errors, to correct them. We are bound to be reasonable from the very outset of
our life. How is thatpossible?

Husserl’s answer to this question sheds light on many peculiaritics which
distinguish our very early dispositions to social cognition from those of other
primates, as described in the pioneering work of Michael Tomasello (1999,
2008 and 2009).

We won’t go into details here, but shall only point out to the essential
insight Husserl allows us to work out, by linking, as he does, normativity to
positionality, this other pervasive and largely neglected feature of
intentionality. The upshot of this move is realizing that the exercise of reason is
impossible without that of freedom — a pretty radical and yet non-arbitrary kind
of freedom, largely unknown in the other animal species on earth. This non-
arbitrary kind of freedom is the very basis of personhood, in the sense that it is
constitutive of it. Hence, there is no exercise of reason without that of
personhood. Personhood is no sheer biological condition, neither is it a sheer
social status, conferred to us as that of belonging to a community, as being
acknowledged as a member in other primates’ communities. Personhood is the
more or less adequate exercise of positionality. It is a biologically grounded
disposition which actualizes itself in the progress of adequate position-taking
in response to the environment. It is the work of the subjective side of
intentionality. Yet this adequacy (right or wrong) cannot be there before we
ourselves are there. And “we™ are quite apparently not yet there at the very
beginning. At the very beginning, our positionality is random, our
Stellungnehmen is largely arbitrary. There is a “freedom” which precedes us,
so to speak. If this “freedom”, or rather arbitrary positionality, is not
adequately “guided”, we won’t develop a “normal” personal life, a life of
“reason”.

Teaching to take position adequately is the task of the original life-
community which welcomes us at our birth, or one fundamental task of
parental care — so obvious, that it often goes unnoticed. Only on the basis of a
“correct” or truthful relation to factual and axiological reality of the
environment can we develop the motivational coherence making up a self or a
subject of further experience and action. But what is adequacy or correctness
for a baby or a very young child?

Right and wrong — this is the law and ethos of the life community, most
originally of the parental care-takers. This is what Berger meant by saying that
parents “bring order into the world™:
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A child wakes up in the night, perhaps from a bad dream, and finds himself
surrounded by darkness, alone, beset by nameless threats. At such a moment
the contours of trusted reality are blurred or invisible, and in the terror of
incipient chaos the child cries out for his mother. It is hardly an exaggeration to
say that, at this moment, the mother has been invoked as a high priestess of a
protective order. It is she (and in many cases she alone) who has the power to
banish the chaos and to restore the benign shape of the world. (Berger 1970, p.
54)

Mother is right in all she does to assert that there is no danger, that “all is in
order”. But how can the infant know she is right? Well, this is epistemic trust,
the more fundamental and necessary kind of trust. The necessary condition,
not only to grow adult, and to verify whether that trust was just or not (maybe
nobody of us mortal beings can really verify the absolute truth of that assertion
— we only learn to know its relative truth). Epistemic trust is a necessary
condition to become a “normal animal”, a human person.

4. SOME DETAILS

The basis of our entire personal life is given by what we may call basic acts,
involving first level positions.

4.1. FIRST LEVEL POSITIONALITY

There are two classes of such basic acts: cognitive or emotional, perceptions
and emotions. Cognitive basic acts, perceptions are characterized by first level
“doxic” positionality; emotional basic acts by “axiologic” positionality.

What we call doxic positionality is realizing, taking note of the perceived
thing’s existence. It is a kind of assent or denial, not a reflexive but an
immediate one: yes, the thing is there. A perception can turn out to be a
delusion. It could not, if there were no doxic position, like in an act of
imagination or day-dreaming. A doxic position corresponds to the pretense of
veridicality which distinguishes perceptions.

What we call axiologic positionality — is realizing the positive or negative
salience, or value, of the given thing or situation. Each emotion includes such a
position. In fact, emotions can be appropriate, or not. But they could not turn
out to be non appropriate — such as panic in front of a very peaceful little cat —
if they lacked any axiological position.
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First level positions are not free. 1 cannot avoid endorsing the existence of
what I see or touch; I cannot take up an opposite position on the negative value
of an object of fear, or horror. Even in case the thing turns out to be a delusion
as experience goes on, or the fearful beast not to be that bad after all.

What is the role of positionality in basic experience? It should be clear by
now. Only positionality is responsible for adequacy of perceptions and
emotions. Perceptions are veridical or not ; emotions are appropriate or not, in
virtue of their positions. Hence, if by “experience” we don’t mean just causal
